
I S S N  1175-1584 

MINISTRY OF FISHERIES 

Te Tautiaki i nga tini a Tangaroa 

Assessment of red rock lobsters (Jasus edwardsii) 
in CRA 1 and CRA 2 in 2002 

l? J. Stan 
N. Bentley 
l? A. Breen 
S. W. Kim 

New Zealand Fisheries Assessment Report 2003141 
September 2003 



Published by Ministry of Fisheries 
Wellington 

2003 

ISSN 1175-1584 

@ 
Ministry of Fisheries 

2003 

Citation: 
Start, P.J.; Beotley, N.; Breeo, P.A.; Kim, S.W. (2003). 

Assessment of red rock lobsters (Jasus edwardsi9 in CRA 1 and CRA 2 in 2002. 
New Zealand Fisheries Assessment Report 2003/41. 119 p. 

This series continues the i n f o 4  
New Zealand Fisheries Assessment Research Document series 

which ceased at the end of 1999. 



CONTENTS 

EXECUTIVE SUMMARY ................................................................... - 5  

............................................................................................................................ . 1 INTRODUCTION 6 

2 . ASSESSMENT MODEL ................................................................... 7 

2.1 Dynamics .................................................................................................................................... 7 
2.1.1 Growth ............................................................................................................................. 7 
2.1.2 Catch dynamics ................................................................................................................ 7 

2.2 Model fitting ............................................................................................................................... 8 
................................................................................... 2.3 Markov chain - Monte Carlo simulations 8 . . .................................................................................................................................. 2.4 Project~ons 9 . . 2.5 Fishery ~nd~cators ....................................................................................................................... 9 

. . .  
2.6 S e n s ~ t ~ v ~ t y  trials ........................................................................................................................ 10 

..................................................................................................... 2.6.1 MPD sensitivity trials 10 
2.6.2 McMC sensitivity trials .................................................................................................. 10 

2.7 Retrospective analysis ......................................................................................................... 10 

3 . ASSESSMENT MODEL INPUTS ................................................................................................ 10 

3.1 Fishing years and seasons ......................................................................................................... 10 
3.2 Catches ...................................................................................................................................... 11 

3.2.1 Reported commercial catch ............................................................................................ 11 
3.2.2 Unreported catch ............................................................................................................ 11 
3.2.3 Recreational catch .......................................................................................................... 11 
3.2.4 Maori customary catch ................................................................................................... 12 
3.2.5 Illegal catch .................................................................................................................... 12 
3.2.6 Seasonal division of catches ........................................................................................... 12 

3.3 Regulation history ..................................................................................................................... 12 
3.3.1 Conversion of total length and tail width regulations .................................................... 12 
3.3.2 MLS regulation history .................................................................................................. 13 
3.3.3 Escape gaps ................................................................................................................. 13 
3.3.4 Prohibition on the taking of berried females .................................................................. 13 . . 

3.4 Biomass ~ n d ~ c e s  ........................................................................................................................ 13 
3.4.1 FSU and CELR data ....................................................................................................... 13 
3.4.2 Historical data ............................................................................................................. 14 

3.5 Proportions-at-size .................................................................................................................... 14 
3.5.1 Structure of size frequency data ................................................................................ 14 
3.5.2 Recent data ..................................................................................................................... 14 
3.5.3 Historical data ............................................................................................................. 14 

3.6 Tagging data ............................................................................................................................. 14 
3.7 Parameter priors ........................................................................................................................ 15 
3.8 Development of a base case ...................................................................................................... 15 

4 . ASSESSMENT RESULTS ............................................................................................................. 16 

4.1 CRAI ....................................................................................................................................... 16 
4.1.1 CRA 1 base case MPD estimates ................................................................................... 16 
4.1.2 Sensitivity trials with the CRA 1 base case ............................................................ 17 
4.1.3 MPD retrospective analysis for CRA 1 .......................................................................... 17 
4.1.4 CRA 1 McMC simulations and Bayesian results ........................................................... 17 . . . .  4.2 McMC s e n s ~ t ~ v ~ t ~ e s  ................................................................................................................... 18 

4.3 c R A 2  ....................................................................................................................................... I 9  
4.3.1 CRA 2 base case MPD estimates ................................................................................... 19 
4.3.2 Sensitivity trials with the CRA 2 base case ................................................................... 19 
4.3.3 MPD retrospective analysis for CRA 2 .......................................................................... 20 
4.3.4 CRA 2 McMC simulations and Bayesian results ........................................................... 20 



4.4 McMC sensitivities for CRA 2 ................................................................................................. 21 

5 . DISCUSSION .................................................................................................................................. 21 

5.1 Model behaviour ....................................................................................................................... 21 
5.2 CRA 1 assessment .................................................................................................................... 22 
5.3 CRA 2 assessment .................................................................................................................... 23 

6 . ACKNOWLEDGMENTS .............................................................................................................. 24 

7 . REFERENCES ................................................................................................................................ 24 

TABLES ................................................................................................................................................ 26 

FIGURES ............................................................................................................................................. 44 



EXECUTIVE SUMMARY 

Starr, P.J.; Bentley, N.; Breen, P.A.; Kim, S.W. (2003). 
Assessment of red rock lobsters (Jasus edwardsm in CRA 1 and CRA 2 in 2002. 

New Zealand Fisheries Assessment Report 2003/41.119 p. 

A revised length-based model for assessing New Zealand lobster stocks is described. The model 
simulates recruitment, growth, natural mortality, and fishing mortality in dmonth seasons from 1945. 
The fishing model includes differential vulnerability for each of males, immature and mature females 
based on size, and season. This model is driven by estimated catches (commercial, recreational, Maori 
customary, and illegal) and was applied to relative abundance and proportion-at-length data from the 
CRA 1 and CRA 2 fisheries. These two areas were assessed separately because patterns in catch per 
unit of effort (CPUE) were substantially different. 

The assessment was based on Bayesian techniques. Markov chain-Monte Carlo simulations were used 
to estimate the marginal posterior distributions of parameters and indicators. Sensitivity trials were 
based on both the modes of joint posterior distributions and the marginal posteriors for a more limited 
number of trials. 

The model appeared to behave reasonably well in the assessment. For the CRA 1 assessment, iterative 
re-weighting was used successfully to find a base case, but for CRA 2 additional weight had to be 
applied to the CPUE data to obtain a satisfactory fit. 

For both stocks, the current vulnerable biomass is above that in a reference period, 1979-88. Under 
the assumptions of the projections-constant catches at the current levels, constant seasonal 
distributions of catches at the current levels, and recruitments resampled from the past decade- 
biomass appears likely to remain near the current level. For both stocks, but especially for CRA 2, 
these projections are uncertain, and stocks could either increase or decrease. Additional uncertainty is 
caused by the poor estimates of current non-commercial catches and their historical patterns. 



1. INTRODUCTION 

The spiny lobster Jasus edwardsii supports the most valuable inshore fishery in New Zealand, with 
annual exports worth over $100 million. Continuing sustainability and optimum use of this fishery are 
major management goals. For a literature review of New Zealand J. edwmrlsii, see Breen & McKoy 
(1988); for fishery descriptions see A ~ a l a  (1983) and Booth & Breen (1994); for recent management 
details see Annala et al. (2001) and Booth et al. (1994). Recent assessments were described by 
Bentley et al. (2001) and Breen et al. (2002). 

The commercial fishery (an inshore trap or pot fishery in the areas described here) has been managed 
since 1990 with a system of individual transferable quotas (ITQs). Before this was introduced in 
1990, the fishery was managed primarily by "input control" methods. These included minimum legal 
sizes (MLS), recreational bag limits, protection of ovigemus females and soft-shelled lobsters, and 
some local closures. In 1990, the fishery was brought into the Quota Management System (QMS), but 
the input controls (size limits, protection of berried females, some spatial and seasonal restrictions) 
were retained. Ten Quota Management Areas (QMAs), each with a separate Total Allowable 
Commercial Catch (TACC), were put in place in 1990. The revision to the Fisheries Act in 1996 also 
requires the Minister to set a Total Allowable Catch (TAC) which includes all known sources of 
fishing mortality, including commercial catch, recreational catch, Maori customary catch, illegal catch, 
and fishing-related mortality. 

The Fisheries Act 1996 requires that New Zealand Fishstocks be managed so that stocks are 
maintained at or above BMy, the biomass associated with the maximum sustainable yield (MI'). The 
Ministry of Fisheries (MFish) annually advises the Minister of Fisheries whether stocks are at or 
above BmY and whether current TACs and TACCs are sustainable and likely to move stocks toward 
Bmy. The work described here was conducted by fisheries scientists under contract to the New 
Zealand Rock Lobster Industry Council (RLIC), which in tum was contracted by Wish ,  to provide an 
assessment for northern substock, NSN, comprising areas CRA 1 (Northland) and CRA 2 (Bay of 
Plenty) fishstocks. Conduct of the work throughout was described to and discussed by the Rock 
Lobster Fishery Assessment Working Group (RLFAWG), comprising representatives from MFish and 
all stakeholder groups. 

Length-based models of the type described by Punt & Kennedy (1997) have been used since 1998 to 
assess rock lobsters in New Zealand. For fished populations that cannot be aged, length-based models 
are becoming widely used. The model used here models growth with a transition matrix that has no 
reference to "age" except at the recruitment phase. In this structure it is comparable with the approach 
of Bergh & Johnston (1992) for South African rock lobsters (Jmus lalrmdiz), Sullivan et al. (1990) for 
Pacific cod (Gadus macrocephalus), Zheng et al. (1995) for Alaskan king crabs (Pmdithodes 
camrschaticus), and Breen et al. (2001a) for the New Zealand abalone (Hdiotis iris). The heart of 
such models is a stochastic growth transition matrix that calculates the probabilities that animals of a 
given length will grow into a vector of possible future lengths. 

The specific model used in this study was first written for the 1999 assessment (Breen et al. 2001b) of 
the NSS stock (CRA 1 and CRA 2) and the combined CRA 4 and CRA 5 stock. The model was 
revised for the 2000 assessment as described by Bentley et al. (2001), and revised again for the 2001 
assessment after an extensive,review (Breen et al. 2002). Revisions to dynamics were made for this 
study as described below. 

The assessment uses Bayesian techniques to improve the representation of uncertaiory in the 
assessment (see Punt & Hilbom 1997 for a discussion of Bayesian techniques and their use in fisheries 
stock assessments). These techniques are becoming standard tools in this field (e.g., McAllister et al. 
1994, Meyer & Millar 1999). 

The model is fitted to four data sets: standardised catch per unit of effort (CPUE), historical catch rates 
(CR), proportions-at-size from catch sampling and voluntary logbook programmes, and growth 
increments from tag-recapture programmes. 
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This report describes the revised size-based model, describes and lists the data used for the CRA 1 and 
CRA 2 assessments, and presents and discusses the assessment results. 

2. ASSESSMENT MODEL 

Two seasons are defined in this model: "autumn-winter" (AW) from 1 April to 30 September, and 
"spring-summer" (SS) from 1 October tp 3 1 March. 

The 2002 assessment of CRA 1 and CRA 2 used a revision of the model described by Breen et al. 
(2002). Much of the model structure and dynamics are based on a similar model developed for the 
rock lobster fishery in Tasmania by Punt & Kennedy (1997). This model has been revised in some 
respects each year since being developed. The revised model is described in general terms in this 
section, and full details are provided in Appendix A. Major changes made to the model were as 
follows. 

The coefficient of variation (c.v.) of the expected growth increment was changed to a sex- 

specific parameter (CVg ). 

The catch dynamics were changed to operate in two parts during each dmonth period so that 
proportions-at-length could be calculated from the mid-season length smcture. The dynamics 
of the SL and NSL fisheries were improved in doing this. 

The total fishery comprises four elements-the commercial and recreational sectors are governed by the 
minimum legal sizes (MLS) and restrictions on landing berried females. These two fisheries together 
are called the SL fishery (fishery bound by the size limits) and the catch is called cSL. The Maori 
customary and illegal fisheries are not bound by the regulations; together we call them the NSL fishery 
and estimate the catch as CSLB . 

2.1 Dynamics 

Only the sections affected by changes are described here. For a detailed description of the model's 
operation, see Appendix A. 

2.1.1 Growth 

The moult-based growth model used in 2000 was retained. After experimentation with growth 
estimates based on the male and female tagging data sets alone, we made the C.V. of expected growth 
increments a different parameter for males and females. 

2.1.2 Catch dynamics 

The model now removes half the catch to obtain the mid-season length structure and then removes the 
other half. The steps involved in the catch dynamics are: 

calculating the biomass of fish in the SL fishery (males above the MLS, immature females 
above the MLS, and mature females above the MLS in the spring-summer season only), 

0 calculating the biomass of fish in the NSL fishery (males below the MLS, immature females 
below the MLS, and mature females above the MLS in the autumn-winter season only), 

calculating the proportion of NSL catch to be taken from each of the SL and NSL biomass 
components during the period, 

summing the catches from the SL and NSL biomass components, 
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calculating provisional exploitation rates for the biomass components during the period, 

if necessary, reducing the exploitation rates and catches after considering the maximum 
allowable exploitation rate, U,,, 

calculating handling mortality rate from the exploitation rate exerted by the SL fishery, 

removing half the catches from the population numbers vectors, 

re-calculating biomass and exploitation rates, and 

removing the second half of the catch. 

Natural mortality, growth, recruitment, and maturation all occur (in that order) after the catch 
dynamics. 

2.2 Model fitting 

Model parameters are estimated by minimising a total negative log-likelihood function, which is the 
sum of the negative log-likelihood components from each data set, the negative log of the prior 
probabilities of estimated parameter values, and penalty functions. 

For each data element in each data set, cr,), the standard deviation of a common error component 

used in the likelihood component, was calculated as 

where j indexes the elements within a data set and k indexes data sets, a" is the component common to 
all data sets and estimated by the model, o; is the standard deviation associated with the/th element 

of the data set, and mk is the relative weight assigned to the data set. 

Likelihood of the fit between observed and predicted proportions-at-size, normalised across males, 
immature females and mature females, was calculated with a revised normal function. This replaced 
the robust formulation proposed by Foumier et al. (1990), which was not a true likelihood and for which 
the standard deviation could not be estimated. We experimented with a mixture likelihood but settled on 
that described by Eq. 40. It has the desired property that the standard deviation of standardised residuals 
is 1.0 when only the length frequency data are fitted, and it gives most weight to the larger proportions 
and least to the smallest. 

All other likelihoods and prior probabilities were described by Bentley et al(2001). 

2.3 Markov chain-Monte Carlo simulations 

After obtaining the best fit, or mode of the joint posterior distribution (MF'D), by minimising the total 
function value, we used Bayesian estimation procedures to estimate uncertainty in model parameters, 
quantities, and projected quantities. Posterior distributions for parameters and quantities of interest 
were estimated using a Markov Chain-Monte Carlo procedure (McMC). The posteriors were based on 
4950 samples selected from one chain for CRA 1, based on 3 million simulations, and fiom 990 
samples from each of five chains of 600 000 McMC simulations for CRA 2. The CRA 1 chain was 
started from the MPD. This was then split into five psuedo-chains for diagnostics. The five chains for 
CRA 2 were started from five different parameter vectors as follows. One chain was started from the 
MPD. A likelihood profile was run on the recruitment parameter, h(RO), using the AD Model Builder 
function that saves parameter vectors at intervals along the profile. We chose the parameter vectors 
from plus and minus 1.5 and 3.0 standard deviations away from the best estimate of ln(R0) and started 



four chains from those parameter vectors. After diagnostics described in the results, we discarded the 
first 10 samples from each chain and combined the chains. 

2.4 Projections 

From each of the 5000 samples for each area, we made 5-year projections, encompassing the 2002-03 
to 2006-07 fishing years, under the assumptions that commercial catches would equal the current 
TACC and that other catches would remain the same as their 2001 levels during the projection. For 
CRA 1 these catches were 178 t and 82 t for the SL and NSL catches respectively; for CRA 2 they 
were 354 t and 98 t. Projected recruitments for the years 199S2007 were randomly re-sampled from 
the estimated model recruitments from the period 1988-97. 

2.5 Fishery indicators 

The RLFAWG agreed to use the following fishery indicators as measures of the status and risk for 
each stock unit that was assessed. Vulnerable biomass was defined as the biomass available to the 
commercial and recreational fisheries (the SL fisheries): it is the biomass of individuals above the 
MLS after selectivity-at-length, protection of berried females and seasonal vulnerability are taken into 
account. Recruited biomass was defined as the biomass of all individuals above the MLS. We used 
the biomass as the start of the fishing year. 

The period 1979-88 was chosen as a reference period after inspecting some early model fits. It was 
the earliest period where there were good data available from which to estimate biomass, and biomass 
was relatively stable despite increasing catches during this period. Although not ideal, this period is 
defensible as a period of relative stability in this fishery. Biomass in this reference period is neither a 
target nor a limit reference point, but is simply a useful reference level that history appears to have 
proven safe. 

Current vulnerable biomass, BWLNO2, is defined as the beginning season vulnerable biomass on 
1 April 2002, the beginning of the autumn-winter season for the 2002-03 fishing season. It is 

calculated from BE (see Appendix A), where period 115 is the AW season in 2002 (Table Bl). 
Similarly, projected vulnerable biomass BWLNo7 is defined as the beginning season vulnerable 
biomass on 1 April 2007, the beginning of the autumn-winter season for the 2007-08 fishing season, 
and calculated as B$ . The reference period biomass, BVLEN79-88, is calculated as the mean of the 

AW values (odd-numbered periods) for B: through B: . 

USL02,Aw is the exploitation rate for catch taken from the SL vulnerable biomass in the autumn-winter 

season of 2002-03, BE . It is calculated as Uz (see Appendix A), and USLw,~w is the exploitation 

rate for catch taken from the SL vulnerable biomass in the autumn-winter season of 2006-07, the last 

year of projections, and calculated as U; . W S L O ~ , A W  and U~'SLM,AW are similarly defmed except 
that they describe the exploitation rate for catch taken from the biomass vulnerable only to the NSL 
fishery, B E  and B$ , and are calculated as U E  and UE . 



2.6 Sensitivity trials 

2.6.1 MPD sensitivity trials 

Sensitivity of the MPD results were examined to see which, if any, data sets were inconsistent with 
other data sets, and to explore the effects of other modelling choices. 

We ran sensitivity trials, obtaining alternative MF'D results, by: 
0 re-weighting the four data sets - CPUE, CR, tags and proportions-at-length - one at a time; 

fitting to alternative series of assumed NSL catches; 

estimating the right-hand limb of the selectivity-at-length; 

assuming that maximum vulnerability occurs in AW for males, and estimating other sex-and 
season-specific vulnerabilities relative to that; 

using separate selectivity curves for the years before 1993; and 

estimating the power in the CPUE-biomass relation. 

To make arbitrary alternative sets of catches, we assumed that illegal, Maori customary, and 
recreational catches were 1.5 and 2.0 times their agreed values: constant at 230 t after 1978 (high 
illegal), or 40 t (low illegal); and in one trial we changed the historical pattern of recreational catches. 

2.6.2 McMC sensitivity trials 

Three sensitivity trials were made, two in CRA 1 and one in CRA 2 , involving full McMC runs. 
These were made after examining the results of MPD sensitivity trials for each area and are. described 
below in the results. 

2.7 Retrospective analysis  

Retrospective analysis is a way of testing the predictive ability of a modeUdata combination. 
Prediction is the only scientific test of a model, but true predictive testing would take years, in which 
time both technology and statistical state-of-the-art would have moved ahead, making the model 
obsolete. A common approach (National Research Council 1998) is "retrospective" analysis, in which 
the model's estimates at some time in the past are tested by removing data from one year a time. If the 
biomass trajectory is sensitive to this, then the model's predictive power is suspect. 

For each area, we removed CPUE and proportions-at-length data, one year at a time, from the years 
2000, 1999, 1998, 1997, 1996 and 1995. Tagging data were not removed - most of the tagging data 
are from before this period. In each trial, we estimated the MF'D results and examined the trajectory of 
biomass. 

3. ASSESSMENT MODEL INPUTS 

A summary of all the data and the data sources used in the CRA 1 and CRA 2 stock assessments is 
provided in Table 1. A discussion of these data and their sources is provided below. 

3.1 Fishing years  and  s e a s o n s  

The model simulation begins in 1945, the first year for which catch data are available. Until 1979, 
catch data were collated by calendar year. From 1979, catch, catch rate, and size frequency data are 
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summarised by fishing year, spanning the period 1 April to 31 March. Fishing years are labelled using 
the first calendar year in each pair (for example, the 1996-97 assessment year which covers the period 
1 April 1996 to 3 1 March 1997 is labelled as "1996"). 

3.2 Catches 

The assessment model requires annual values of the catch taken under existing regulations (the MLS 
and protection of berried females) and the catch taken without reference to existing regulations. These 
two catch categories are referred to as SL and NSL catches respectively, CSL and cNSL. Five types of 

catch were considered when collating SL and NSL catch totals by season. 

3.2.1 Reported commercial catch 

From 1945 to 1978, reported annual commercial catches were obtained from Breen & Kendrick 
(1998). Beginning on 1 January 1979, catches were taken from data compiled by the Fisheries 
Statistics Unit (FSU) and held by the Ministry of Fisheries. Three months of catch pertaining to 1 
January 1979 to 31 March 1979 were added to the annual catch for 1978 to effect the change from 
calendar year to fishing year. From 1 April 1979 to 31 March 1986, catch totals from the FSU were 
used to calculate catch by fishing year. Beginning 1 April 1986, catch totals by fishing year were 
obtained from Quota Management Returns (QMRs) maintained by the Ministry of Fisheries. QMR 
catches were not availableby QMA for the 1986-87 and 1987-88 fishing years. Therefore, the catch 
proportions from each by QMA from the FSU catch data for those fishing years were used to 
apportion the total New Zealand QMR catches into QMA totals. These catches were assigned to the 
SL catch category. 

3.2.2 Unreported ca t ch  

Estimates of unrecorded commercial catch were made for the calendar years 1974-80 by comparing 
reported catches with export weights and assigning the discrepancy to stocks in proportion to the 
reported commercial catch (Breen 1991). These catches were assigned to the cNSL and handled as 
described below. 

Attempts to use more recent export data in this way were foiled because recent export data are 
available only in gross weight and include the packaging. 

3.2.3 Recreational catch 

As in previous assessments, the RLFAWG agreed to assume that the 1945 recreational catches were. 
20% of current levels and that they increased at a constant rate until 1980, then remained constant at 
current levels. Levels of recreational catch were estimated using the best estimate of mean weight 
available at the time of the survey. These catches were assigned to CSL . 

The method used to calculate the recreational catch weight used mean weights from the logbook or 
catch sampling data and the estimated number of lobsters caught by the recreational fishery. The best 
estimates of current catch are estimates of numbers taken from 1994 and 1996 (see Teirney et al. 
1997). The values used for each area are shown in Table 2. 



3.2.4 Maori customary catch 

The Ministry of Fisheries provided an estimate of 20 t for the Maori customary catch in CRA 1 and 
CRA 2 combined. The stock assessment used a constant Maori customary catch of 10 t for each area. 
year. These catches were assigned to cNSL. 

3.2.5 Illegal catch 

For the years 1974-80, the unreported catch estimates (Section 3.2.2) were used as estimates of illegal 
catch. By agreement with the RLFAWG we used the average relation between the commercial 
catches and the unreported catches to estimate illegal catches for 1945-73. MFish provided estimates 
of illegal catches for some years between 1979 and the present (Table 3). We interpolated the catches 
between these years. 

There are two categories of illegal catch. The first is the catch taken without regard to the existing 
regulations but which is included in the legal catch totals. For instance, this category includes bemed 
females held illegally in pots until they released their eggs. These catches were assigned to c". The 

second category comprises unreported catch and is assigned to cN". The first category must be 
subtracted from the reported legal catch to avoid double counting. 

Estimates were partitioned by MFish between "reported" and "unreported" illegal catch only for the 
1996-97 fishing year. These proportions were applied to all years. The RLFAWG members have 
very little confidence in the estimates of illegal catch. However, because these figures cannot be 
verified, the RLFAWG is not in a position to modify these estimates. 

3.2.6 Seasonal division of catches 

To divide catch data into seasonal periods for each area, 6om 1 April 1979 to the present we applied 
the seasonal proportions from the FSU and Catch Effort Landing Retums (CELR: held by the Ministry 
of Fisheries) data to the reported catches by fishing year. For the period 1973-78 the seasonal catch 
data were not available, and the mean seasonal proportions for 1 April 1979 to 31 March 1982 were 
applied. Monthly catch data from I January 1963 to 3 1 December 1973 were available for statistical 
areas specific to CRA 3. These data were summarised by year by Annala & King (1983) and used to 
calculate seasonal proportions for 1 April 1963 to 31 March 1973. 

The recreational and Maori customary fisheries were split between the two seasons by assuming that 
90% of these catches was taken during the spring-summer season. Illegal catches were divided using 
the same proportional split as the commercial fishery. 

The SL and NSL catch data by season provided to the model are shown in Figure 1 and Figure 2 for 
CRA 1 and CRA 2 respectively. During the first few years' spring-summer season, there were no 
NSL catches in both fisheries because there was no size limit at that time (but in the AW season, 
mature females cannot legally be taken). 

3.3 Regulation history 

3.3.1 Conversion of total length and tail width regulations 

Conversion formulae were used to convert MLS regulations and historical data to tail width 
measurements. Sorenson (1970) provided conversion factors for total length to tail length in inches. 
Breen et al. (1988) provided conversion factors for tail length to tail width, and conversion factors for 



carapace length to tail width are from the same study (Breen, unpub. data). Values used are shown in 
Table 4. 

3.3.2 MLS regulation history 

Annala (1983) provided an overall summary of regulations in the New Zealand rock lobster fishery up 
to 1982, including the timing of the introduction of minimum size limit regulation changes. Booth et 
al. (1994) summarised the regulation changes after 1983. These regulations are summarised in Table 
5; minimum legal sizes by period, as used by the model, are shown in Appendix B. 

3.3.3 Escape g a p s  

Annala (1983) noted that, before June 1970, escape gaps were not used as a management measure in 
New Zealand. Street (1973) also discussed the introduction of escape gaps, but concluded, on the 
basis of limited sampling, that the escape gaps were not effective. Annala (1983) noted that the escape 
gap size was set at 54 x 305 mm in all New Zealand with the exception of Otago. Escape gap 
regulations were changed again in July 1993. We explored fitting separate selectivity functions for 
two epochs: 1945-92 and 1993 to the present, as for the 2001 CRA 3 assessment (Breen et al. 2002), 
but there are insufficient data from before 1993 to support this approach; we used a single epoch and 
we explored the change caused by a second epoch. 

3.3.4 Prohibition o n  t h e  taking of berried females 

Historical information provided by Annala (1983) indicates that, from 1945 to the present, there is 
only a two-year period (1950 & 1951) during which the taking of berried females was allowed by 
regulation. This is a short period relative to the total model period, so the different regulation for these 
two years was not addressed in the model. 

3.4 Biomass indices 

CPUE for the commercial fishery, in kg per pot-lift, is used as an index of biomass available to the 
commercial fishery. Two sources of catch and effort data are available for CRA 1 and CRA 2: catch 
and the number of potlifts from the FSU and CELR data bases held by the Ministry of Fisheries, and 
catch and the number of days fished from historical monthly data held by NIWA. 

3.4.1. FSU and CELR data 

For CRA 1, standardised abundance indices were estimated from catch per potlift from statistical areas 
901 to 904 plus 939 in the FSU and CELR databases. For CRA 2, areas 905 to 908 were used. The 
different CPUE trends in CRA 1 and CRA 2 led us to make separate stock assessments for these two 
areas, after discussion with the RLFAWG, rather than use combined data from the NSN. Seasonal 
relative indices of catch rates are generated by standardising for month and statistical area (Maunder & 
Starr 1995, Breen & Kendrick 1998). 

These indices are made relative to a base season, which is defined as the season with the lowest 
standard deviation in the absolute index. The coefficients for categorical variables (including annual 
abundance indices) are presented as "canonical" indices to remove the dependence on the reference 
coefficient (Francis 1999), with each coefficient calculated relative to the geometric mean ( 7 )  of the 
series. 

Full details were reported by Bentley et al. (2001). These indices are given in Appendix B. 



3.4.2 Historical data 

Monthly catch and effort (days fishing) data from 1963 to 1973 were summarised by Annala &King 
(1983). Monthly catch and effort data from this data set were used to calculate unstandardised catch 
per day for each season from 1 April 1963 to 3 1 March 1973 using the former statistical areas 1,2, and 
12 for CRA 1 and former areas 3 and 4 for CRA 2. These results are reported in Appendix B. 

3.5.1 Structure of size frequency data  

Tail width size frequency data from research sampling and from voluntary logbook programmes were 
binned into 2 mm size classes from 30 to 92 mm. These limits spanned the size range of most lobsters 
caught in the catch. Two-millimetre size classes were considered small enough to provide good 
resolution in the model. The voluntary logbook programme measures lobsters with a precision of 1.0 
mm while the research sampling precision is 0.1 mm. The measuring convention is to round down all 
measured lengths, so 0.5 mm was added to each voluntary logbook measurement before binning to 
avoid introducing bias to the calculated proportions-at-size. 

3.5.2 Recent data 

Estimates of the proportions-at-size were obtained from data summarised, for the research sampling 
and logbooks separately, by areahnonth strata and weighted by the relative proportion of the 
commercial catch taken in that stratum, the number of days sampled and the number of lobsters 
measured (see Eq. 41-44). 

3.5.3 Historical data 

Some historical sampling data (from 1974 to 1978) were found for CRA 1 (K. George, NIWA, pers. 
comm.). Some of these sets were market sampling and others were catch sampling. No historical data 
were found from CRA 2. Measurements in carapace length were converted to tail width using sex- 
and area-specific regressions (see Table 4). For market samples, we discarded the data from the fm 
size class above MLS to reduce the effect caused by morphological variation in carapace length vs tail 
width near the MLS. 

3.6 Tagging data 

The main sources of tag recovery data are the RLIC tag recovery experiments (K. George, NIWA, 
pers. comm.) and older sets of data in the historical database, for which measurements in carapace 
length were converted to tail width using sex- and area-specific regressions (see Table 4). 

Tag recovery data were handled as follows. 

1. For the RLlC tag recoveries, multiple recaptures were treated as separate and independent 
release and recovery events. 

2. Records were excluded in which a) dates were missing, b) the size at release or recapture was 
missing, and c) the recorded sex at recapture was not the same as the sex at release. 

3. Records were automatically excluded if the apparent increment was less than -10 mm, but 
records with smaller negative increments were retained. 



4. Recoveries made in the same period as the release were excluded. They may be useful in 
estimating the observation error of the growth increment, but this parameter is confounded with 
other estimated growth parameters, and preliminary trials with only the tagging data suggested 
this parameter could be fixed. 

A summary of the data by sex and source is shown in Table 6. Each recovery event was summarised 
in the data file by the sex, release and recovery periods, and release and recovery tail widths. 

Because numbers of recaptures were so small from CRA 1, we used the combined data from CRA 1 
and CRA 2 for the CRA 1 assessment, and used only the CRA 2 data for the CRA 2 assessment. 

3.7 Parameter priors 

For all parameters estimated, priors were set after discussions in the RLFAWG (Table 7). The basis 
for each prior that was set other than uniform is outlined below. 

An informative prior was placed on M, based on the presumption that the mean of this distribution was 
reasonably well known from published studies of temperate lobsters. The standard deviation (0.4) was 
determined after inspecting the prior. 

Recruitment deviations were given a normal prior with bounds that cause recruitment multipliers to 
remain in the range 0.10 to 10.0. The normal prior on recruitment deviations implies a lognormal 
distribution of recruitment. The mean for the prior on deviations was zero, with a C.V. of 0.4. 

Priors for the points at which selectivity is maximum for males and females were given means equal to 
the MLS. 

3.8 Development of a base case 

Structural and fixed values used in this assessment are shown in Table 8. For each estimated 
parameter, the phase in which it was estimated, upper and lower bounds, prior, c.v., and initial values 
are shown in Table 7. 

For both areas, we started with relative weights, m , of 1 for each data set. We adjusted these relative 
weights for all data sets until we obtained standard deviations of standardised residuals (sdsdrs) close 
to 1 for all data sets. For CRA 1 this approach gave a fit that was judged acceptable for all data sets, 
and this became the base case. 

For CRA 2 there was a tradeoff between the fits to CPUE and proportions-at-age. When the sdsdrs 
were close to 1, the fit to CPUE was unacceptable. We abandoned the attempt to produce sdsdrs close 
to 1, and adjusted the weights until we obtained an acceptable fit to the CPUE. Acceptability was 
judged on the ability of predicted CPUE to mimic the steep increase from 1993 to 1998 or so, and its 
subsequent decline. The weights used and sdsdrs obtained are shown in Table 9. Other weights were 
used in an exploration of the sensitivity of this procedure. 

Recruitment deviations were estimated only for those years where information existed in the data - 
from 1960 onwards. Deviations in the early years were applied to more than one year, as shown in 
Appendix B. 

An arbitrary standard deviation of 0.3 was used for all elements of the historical catch rate (CR) data 
set. 

Some parameters were fixed in the base case as follows. 



We did not estimate X, the exponent of the relation between CPUE and vulnerable biomass, but fixed 
it to 1 in the base case and tested this assumption in a sensitivity. 

The standard deviation of growth observation error was not estimated, but was fixed near the value 
obtained when the model was fitted to the tagging data only. 

The second maturity parameter was fixed at a value obtained when fitting to the proportion-at-length 
data only. When other data sets were used, this parameter tended to become weasonably large. 

Parameters describing the right-hand limb of the selectivity curves were fixed at values that gave a 
nearly flat right-hand limb. This was to maintain conservatism: the model tendency was to estimate a 
steeply declining right-hand limb, especially for males. The biological interpretation of this would be 
that large lobsters are somehow behaviourally or spatially protected from the fishery. This 
interpretation is dangerous to accept without external evidence. The consequences of fixing the right- 
hand limb were explored in sensitivity trials. 

4. ASSESSMENT RESULTS 

4.1 CRA I 

4.1.1 CRA 1 base case MPD estimates 

Results of the base case MPD estimation are shown in the first column of Table 10. The fit to 
standardised CPUE is shown in Figure 3 and the residuals in Figure 4. The model fitted reasonably 
well to the pattern of CPUE (Figure 3), but tended to underestimate AW and overestimate SS CPUE 
before 1990. In this fishery the difference between observed AW and SS CPUE is not nearly as great 
as in some others. However, the model structure assumes that no mature females are vulnerable in 
AW, while all are vulnerable in SS, so it is difficult to produce vulnerable biomass for AW that is the 
same as in SS. In trying to do so, the model made AW and SS vulnerabilities for males the same 
(Table 10). 

Historical catch rates were not fitted tightly (Figure 5 and Figure 6) and residuals for the AW showed 
a trend. Fits to the tag-recapture data were generally good (Figure 7), suggesting that tagging data 
were consistent with the proportions-at-length data. 

Fits to proportions-at-length (Figure 8, Figure 9, Figure 10 and Figure 11) were not tight, but the 
observed proportions show much variability from year to year, and the low weights reflect the small 
sample sizes and poor representativeness of these data. 

Total biomass is compared with recruited biomass in Figure 12 for each sex. This comparison 
suggests that much of the total biomass is also recruited. Immature females show a zero contribution 
to recruited biomass because of their relatively early maturation, but their contribution to total biomass 
is greater than that of mature females. Males, with their faster growth and larger size, have the 
greatest contribution. These plots show a biomass nadir in 1973, another low point in the late 1980s, 
and relatively high biomass in recent years. 

Vulnerable biomass (Figure 13) shows a pattern similar to that of rec~i ted  and total biomass, with a 
nadir near 1973, another low near 1990, and high biomass subsequently. Exploitation rate (Figure 14) 
shows a peak in the early 1970s near 30%, a decline in the 1990s, and a switch to higher exploitation 
rate in the AW season in the mid 1990s. 

Recruitment estimates (Figure 15) show little trend except for a very low period near 1970 and a spike 
in 1993. 



4.1.2 Sensitivity trials with t h e  CRA 1 b a s e  case 

Various sensitivity trials, based on MPD results, were made with the base case (Table 10). When two 
selectivity epochs were used, there was little effect on the results, either when the selectivity 
parameters were estimated or when they were fixed. 

Different assumed non-commercial catches led to higher biomass estimates but lefi exploitation rates 
nearly the same (Table 10). When the shape of the biomass-abundance relation was estimated, it 
changed from 1.0 to 0.70, indicating a slight hyperstability; the fit was improved only slightly and 
other parameters and indicators changed little. Exploring increased weights for each of the data sets in 
turn also had a small effect except in the case of CPUE, where the M increased and the fit went to a 
different place. 

To explore the model's ability to fit to the seasonal patterns of CPUE better, we reversed the usual 
assumption about relative vulnerability. In the base case we assumed that maximum vulnerability was 
experienced by males in  the SS; in this trial we assumed that maximum vulnerability was experienced 
by males in the AW. The model estimated (Table 10) the SS vulnerability for males as 0.88 times that 
in the AW season. Other parameters and indicators were not substantially changed. 

When the right-hand limbs of the selectivity curves were estimated rather than fixed, the limb declined 
for males (Table 10) but went to the upper bound for females. The model wanted to see all the 
females but wanted to allow cryptic males. Total and recruited biomass increased as a result, but other 
indicators did not change much. 

These trials suggest the assessment is somewhat sensitive to the relative weighting for CPUE. The 
base case is defensible in that we found the weighting that made the sdsdrs nearly 1. The trials suggest 
little sensitivity to other modelling choices. 

4.1.3 MPD retrospective ana lys i s  fo r  CRA 1 

Retrospective analyses were made by successively removing one year's CPUE and proportion-at 
length data back to 1997's data. Tag data were not removed. The estimates are compared in Table 11 
and several estimates are illustrated-Figure 16 shows the vulnerable biomass estimates, Figure 17 
shows the recruitment multipliers and Figure 18 shows the estimated CPUE. 

There is a tendency for base recruitment and M to increase as data are removed, and for recent 
biomass estimates to decrease as data are removed. The three indicators illustrated show changes 
among the retrospective trials, but they are relatively small. No qualititative changes to the assessment 
conclusions result from these trials. 

4.1.4 CRA 1 McMC simulat ions  a n d  Bayesian resul ts  

For CRA 1 we made the McMC in a single long chain. For diagnostics, we broke the single chain into 
five. We show the results of five tests: Heidelberger & Welsh (1983), Rafiery & Lewis (1992), 
Geweke (1992), the single chain Gelman test, and the Brooks, Gelman and Rubin (see Brooks & 
Roberts 1998). The first four are single chain tests that examine for stationarity and convergence of 
single chains; the last is a multiple-chain test that examines the similarity among the five chains. We 
conducted the tests for all estimated parameters but we show only the derived parameter results. 

Chains 2 and 3 were sensitive to the Geweke test for some parameters; chains 2 and 4 to the 
Heidelberger & Welsh tests (different parameters failed these two tests); most chains passed the other 
tests for most or all parameters (Table 12). There was no pattern to the indicators that tended to fail 



these diagnostic tests, and there were no substantial differences in the posterior means from the five 
chains. 

After considering these results, we rejected the first 10 samples from each chain as a bum-in and we 
combined the remaining five chains to make one chain of 4950 samples. Posteriors for the function 
value, some estimated and some derived parameters from each of the five chains are shown in Figure 
19. This illustrates the similarity of the chains for most parameters, and the differences among chains 
in some of the more poorly estimated parameters. 

The sequence patterns ("traces") of some parameters and indicators from these 4950 samples are 
shown in Figure 20. Most traces look good, but the first two relative vulnerability parameters are 
somewhat suspect. We examined these further by plotting the parameters against other estimated and 
derived parameters (Figure 21): there was no relation, suggesting that there is no consequential 
problem from these parameters. 

The posterior distributions were summarised by calculating the mean, median, and 5th and 95th 
percentiles (Table 13). The d8,, growth parameters for both sexes were not tightly estimated, and the 
vulnerability of females in the AW season was extremely badly determined. Current estimated 
vulnerable biomass varied from 930 to 1790 t; recruited and total biomass estimates were similarly 
wide. Projections were, as usual, uncertain: vulnerable biomass in five years varied from 67% to 
157% of current levels. 

The posterior distributions of recruitment deviations (Figure 22) show that although most deviations 
are close to average, some are consistently high or low. 

Biomass posterior trajectories (Figure 23, Figure 24, and Figure 25) show similar patterns in 
vulnerable, recruited, and total biomass. There was a divergence of projections, although this was not 
as great as seen in other assessments (Breen et al. 2002). Trajectories for SL and NSL exploitation 
rates differed from each other and between seasons (Figure 26, Figure 27). There was greater 
divergence of projections for exploitation rates than for biomass. 

4.2 McMC sensitivities 

Two additional sets of McMC simulations were made, one to test the effect of allowing greatest 
vulnerability in the AW season and the other to test the effect of estimating the right-hand limb of the 
selectivity curve. We made both McMCs in a single long chain. For diagnostics, we broke the single 
chain into five. We show the results of the five diagnostic tests we described for CRA 1 for both 
sensitivities. 

Table 14 and Table 15 show the results of the five diagnostic tests for two sensitivities. Only the 
Geweke and Heidelberger & Welsh tests showed any problems, again for different parameters, and the 
five chains all passed the other tests (Table 14 and Table 15). There was no pattern to the indicators 
that tended to fail these diagnostic tests, and there were no substantial differences in the posterior 
means from the five chains. 

After considering these results, we rejected the first 10 samples 6om each chain as a burn-in and we 
combined the remaining five chains to make one chain of 4950 samples for both sensitivities. 

Posterior distributions from these two sets of runs are compared with the base case posteriors in Table 
13. The trial on the effect of allowing greatest vulnerability in the AW season gave lower Mand dm 
for male parameter and estimated the male vulnerability in the SS season as 0.88 (0.82-0.95). Tbedm 
growth parameters for both sexes were not tightly estimated, and the vulnerability of females in the 
AW season was extremely badly determined. Current estimated vulnerable biomass varied from 860 
to 1720 t; recruited and total biomass estimates were also wide. Projections were, as usual, uncertain: 
recruited biomass in five years varied from 64% to 158% of current levels. 



When the right-hand limb of selectivity was estimated, the model gave a smaller estimate, median of 
25.29 (20.15-36.22) and 152.93 (50.53-240.69) for male and female respectively. Estimated M was 
lower than in the base case. The dao growth parameters for both sexes were not tightly estimated. 
Biomasses for all animals and recruited animals were higher than in the base case, but the vulnerable 
biomass was lower. Although the biomass changed, the exploitation was similar to the base case. 
Current estimated vulnerable biomass varied from 890 to 1800 t; recruited and total biomass estimated 
were even wider. Projections were uncertain: vulnerable biomass in five years varied from 73% to 
161% of current levels. 

4.3 CRA 2 

4.3.1 CRA 2 base case MPD estimates 

Results of the base case MPD estimation are shown in the first column of Table 16. The fit to 
standardised CPUE is shown in Figure 28 and the residuals in Figure 29. There was some difficulty 
with the fit to CPUE: the model fitted reasonably well to the general pattern of observed CPUE, but 
tended to overestimate the SS CPUE in the early 1990s and underestimated the peak of CPUE in the 
AW after 1995. This created trends in the residuals (Figure 29). 

As for CRA 1, historical catch rates were not fitted tightly (Figure 30) and residuals for the AW 
showed a trend (Figure 3 1). Fits to the tag-recapture data were generally good (Figure 32), suggesting 
that tagging data were consistent with the proportions-at-length data. 

Fits to proportions-at-length (Figure 33, Figure 34, Figure 35, and Figure 36) were generally good. 
Poorer fits were often associated with samples with low weights (e.g., 1991lSSlCS). The predicted 
proportion-at-length of males mirrored the observed increase in mean length during the 1990s (Figure 
33). Although the model fitted the proportions-at-length of immature females relatively well during 
the early 1990s, it overestimated those proportions during the late 1990s (Figure 33). There was a 
tendency for the model to underestimate the numbers of large mature females (Figure 33, Figure 35) 

Total biomass is compared with recruited biomass in Figure 37 for each sex. As for CRA 1, this 
comparison suggests that much of the total biomass is also recruited. Immature females show a zero 
contribution io recruited biomass because of their relatively early maturation. Males, with their faster 
growth and larger size, have the greatest contribution. 

Vulnerable biomass (Figure 38) showed a similar pattern to that of recruited and total biomass, with a 
nadir in the late 1970s, another low in the late 1980s, and a peak in the late 1990s. Exploitation rate 
(Figure 39) showed a peak in the 1980s of over 50%. There was a subsequent decline in the 1990s 
and a switch to higher exploitation rate in the AW season. 

Recruitment estimates (Figure 40) show little trend except for a very low period near 1970 and high 
recruitment in the late 1970s and early 1990s. 

4.3.2 Sensitivity trials with the CRA 2 base case 

Various sensitivity trials, based on MPD results, were made with the base case (Table 16). When hvo 
selectivity epochs were used, there was little effect on the results, either when the selectivity 
parameters were estimated or when they were fixed. 

Using different assumed non-commercial catches led to higher biomass estimates but left exploitation 
rates nearly the same (Table 16). When the shape of the biomass-abundance relation was estimated, it 
changed from 1.0 to 0.69, indicating a slight hyperstability; the fit was improved only slightly and 
other parameters and indicators changed little. Exploring increased weights for each of the data sets in 



turn also had a small effect, but it was clear that CPUE and the proportions-at-length acted in 
opposition to each other. 

To explore the model's ability to fit to the seasonal patterns of CPUE better, we reversed the usual 
assumption about relative vulnerability. In the base case we assumed that maximum vulnerability was 
experienced by males during the SS; in this trial we assumed that maximum vulnerability was 
experienced by males in the AW. The model estimated (Table 16) the SS vulnerability for males as 
0.72 times that in the AW season. Other parameters and indicators were not substantially changed. 

When the right-hand limbs of the selectivity curves were estimated rather than f d ,  the limb (Table 
16) went to the upper bound for both males and females; thus other parameters were very similar to 
the base case. 

These trials suggest the assessment was reasonably robust to the modelling choices examined. 

4.3.3 MPD retrospective analysis for CRA 2 

Retrospective analyses were made by successively removing one year's CPUE and proportion-at 
length data back to 1997's data. Tag data were not removed. The estimates are compared in Table 17 
and several estimates are illustrated - Figure 41 shows the vulnerable biomass estimates, Figure 42 
shows the recruitment multipliers, and Figure 43 shows the estimated CPUE. 

There was a big change when the 1999 data are added. Estimated M decreased from the 1998 
estimate, which is near the upper bound, towards more plausible values. Biomass also decreased 
between 1998 and 1999. Recruitment retained the same form but was much lower before 1989 when 
the 1999 data were not present. These trials indicate that the 1999 data caused a substantial change in 
the model's estimates. Fits to CPUE show that the SS CPUE didn't change much in the retrospective 
trials, but the decrease in CPUE in AW 1999 changed the way the model fitted the data. 

Had we been making a base case from the data through 1998 only, we would have experimented with 
data set weights to obtain a different fit from that shown in these trials, because the Mwas very high 
from the trials with no data from 1999. The trials do show that a change took place that the model 
would not have predicted. 

4.3.4 CRA 2 McMC simulations and Bayesian results 

For CRA 2, we made the McMC in five chains started from five different locations of the likelihood 
profile for ln(R0). We show the results of the five diagnostic tests we described for CRA 1. We 
conducted the tests for all estimated parameters but we show only the derived parameter results. 

One chain was sensitive to the Heidelberger & Welsh test; all chains passed the other tests (Table 18). 
There were only three failures, all in one chain in one test, out of 336 tests. 

After considering these results, we rejected the first 10 samples ffom each chain as a bum-in and we 
combined the five chains to make one chain of 4950 samples. Posteriors for the function value, some 
estimated and some derived parameters from each of the five chains are shown in Figure 44. This 
illustrates the similarity of the chains for most parameters, and the differences among chains in some 
of the more poorly estimated parameters. 

The traces of some parameters and indicators from these 4950 samples are shown in Figure 45. Most 
of these look good, and the three vulnerability estimates were tight. We plotted the traces for these 
parameters against other parameters and indicators and concluded that there no consequential problem 
was caused by these parameters. 



The posterior distributions were summarised by calculating the mean, median, and 5th and 95th 
percentiles (Table 19). Most parameters appeared well determined, with some exceptions among the 
growth parameters. In the biomass indicators, vulnerable biomass was estimated more tightly than 
total biomass. Projections were very uncertain: the ratio of projected to current vulnerable biomass 
varied (5th to 95th percentiles) from 34 to168%. 

The trajectories of recruitment posteriors (Figure 46) showed some structure (particular years have 
consistently high or low recruitment), and the later recruitment was estimated with less certainty than 
the earlier years. This is probably a result of the fewer data on recent recruitments for the model to 
use. 

Biomass posterior trajectories (Figure 47, Figure 48 and Figure 49) showed little variation in estimates 
except for the years before the data and the projected years, which again showed very wide 
divergence; the median of projected vulnerable biomass was about the same as current biomass, but 
after five years the range was between half and double the current biomass. 

Trajectories for SL and NSL exploitation rates differed from each other and between seasons (Figure 
50, Figure 5 1). There was greater divergence of projections for exploitation rates than for biomass. 

4.4 McMC sensitivities for CRA 2 

Two additional sets of McMC simulations were made, one to test the effect of allowing greatest 
vulnerability in the AW season and the other to test the effect of using a different trajectory for the 
recreational catch. We made both McMCs in a single long chain. For diagnostics, we broke the single 
chain into five. We show the results of the five diagnostic tests we described for CRA 1 for both 
sensitivities. 

Table 20 and Table 21 show the results of the five diagnostic tests for two sensitivities: chains were 
most sensitive to the Geweke and Heidelberger & Welsh tests. There was little pattern to the indicators 
that tended to fail these diagnostic tests, except that the reference biomass indicators had the highest 
failure rate, and there were no substantial differences in the posterior means from the five chains. 

After considering these results, we rejected the first 10 samples from each chain as a bum-in and we 
combined the remaining five chains to make one chain of 4950 samples for both sensitivities. 

Posterior distributions from these two sets of runs are compared with the base case posteriors in Table 
19. The trial on the effect of allowing greatest vulnerability in the AW season gave higher M and 
female djo parameter, and lower male dm parameter estimates. The male vulnerability in the SS 
season was estimated as 0.72 with a tight range from 0.71 to 0.74. All the biomass indicators are 
slightly less than the base case with overlaps in range. Projections were more uncertain than the base 
case: the ratio of projected to current vulnerable biomass varied (5th to 95th percentiles) from 33- 
176%. 

5. DISCUSSION 

5.1 Model behaviour 

Changes to the model for the 2002 assessment were relatively minor; their specific effects are 
unknown. The addition of one growth parameter should allow the model to fit male and female tag- 
recovery data more closely, by allowing the male and female c.v.s to be different. The revised catch 
dynamics appeared to have only a minor effect on base case results at the point where this change was 
made. 



The model behaved generally well. For CRA 1 we were able to use iterative weighting to obtain an 
objective base case; this was the first time this had been done. In the CRA 3 assessment for 2001 
(Breen et al. 2002) and in earlier assessments, we were forced to fix one of the selectivity parameters, 
but in this assessment we had no trouble. Nor were we forced to change any of the initial bounds or 
priors to obtain satisfactory MPD fits. A minor problem was that the low numbers of immature 
females gave poor estimates of the maturity parameter m 9 ~ ,  which we fixed. 

Most minimisations had positive definite Hessian matrices, in contrast to the CRA 3 assessment in 
2001. The McMC diagnostics were much better than for CRA 3 in 2001, and for CRA 2 the chains 
passed all but two tests. For CRA 1, some chains failed in one test and passed in another test: failures 
for the Geweke test were nearly all passes for the Heidelberger & Welsh test, and vice versa; most 
failures were for one of these two tests. 

For both assessments the traces and posteriors appeared well formed. An exception was the trace for 
mole r . This trace was "tight", probably because the MPD estimate was at the upper bound, so the 

estimated standard error was small, resulting in a too-small step size used in the McMC. This did not 
appear to be a problem: examining the relation between this parameter and other estimates showed no 
relation. 

In both assessments the model estimated r;;" at the upper bound of 1. This is the vulnerability of 
males in AW relative to that for males in SS, which is assumed to be 1. Thus the model is making the 
seasonal vulnerability in AW equal to that in summer. For both assessments, the observed SS CPUE 
was only slightly higher than the AW CPUE. The model structure assumes that no mature females are 
available to the fishery in AW, and that a male moult injects new recruitment to the vulnerable stock at 
the beginning of SS. With these dynamics, the model naturally has trouble predicting a SS CPUE that 
is not substantially larger than AW CPUE. It is difficult to see what mis-specification is occurring, if 
any, to cause the problem. When the male AW and SS vulnerabilities were reversed, with 1 assumed 
for AW and SS estimated, the model fit was slightly better for both stocks but the indicators did not 
change much. An exception was current exploitation rate for SS in CRA 2, which was 50% higher in 
this trial. When this sensitivity was extended to a full McMC, the difference was not as great. 

5.2 CRA 1 assessment 

The model fitted comfortably to the CRA 1 data set - the base case was chosen from iterative re- 
weighting that made the standard deviation of standardised residuals for each data close to 1. Mwas 
slightly higher than the mean of the prior - 0.18 vs 0.12. The fit to the p r o p o r t i o n s - a t  was not 
tight, but this was likely more a function of data quality than actual model fit: relative weights for 
most records were low. Growth parameters were close to the values estimated from tagging data 
alone. Recruitment was relatively flat after 1972, with a single spike in 1993. 

Sensitivity of the MPD fit to a variety of trials showed little sensitivity except when the weight on the 
CPUE data set was doubled. This caused the model to find a different solution, with very high Mand 
recruitment. 

The retrospective trials, based on MPD fits, showed little sensitivity to the recent data. 

The McMC results of the assessment suggest that the current vulnerable biomass at the beginning of 
AW was 1276 t (median of the posterior) with 5th and 95th percentiles 929 to 1792 t. Current 
exploitation rate was estimated to be 10.4% (7.4-14.3%). The current biomass was estimated at 156% 
that in the reference period (I3 1-1 82%). 

Under the assumptions of the projections - current catches, current seasonal distribution of catches, 
and recruitment with the same pattern as the past decade of estimated values, the model suggested that 
vulnerable biomass would remain near the current level (67-157%). These conclusions appeared to be 



robust to the sensitivity trials made with McMC: the trial described above in which male vulnerability 
was estimated for SS, and one in which the right-hand limb of selectivity was estimated. 

These results suggest that current catch levels are sustainable. It is, however, a source of uncertainty 
that current levels and historical patterns of non-commercial catch levels are poorly determined. 

5.3 CRA 2 assessment 

The model did not fit as comfortably as it did to the CRA 1 data set: the base case could not be chosen 
from iterative re-weighting, because the fit to CPUE became unacceptably poor. There was clearly an 
antagonism between the proportion-at-length data sets and the CPUE, because the model was unable 
to fit both comfortably. This problem was not nearly as severe as in the 2001 assessment for CRA 3. 
We abandoned iterative re-weighting, and gave the CPUE data sufficient weight to allow the model to 
reproduce the sharp upward trend and subsequent decline. 

In the MPD fit, M was at the mean of the prior - 0.12. The fit to the proportions-at-length was good. 
Growth parameters were close to the values estimated from tagging data alone. Recruitment was 
much more variable than in CRA 1, showing a series of strong peaks and two low points. 

Sensitivity of the MPD fit to a variety of trials showed little sensitivity, except for SS exploitation rate 
when vulnerability for males in SS was estimated, causing this indicator to increase to 33% from the 
base case 24%. 

The retrospective trials, based on MPD fits, showed a high sensitivity at the point between the 1998 
and 1999 data sets. The addition of the 1999 data causes the biomass estimates to decrease, although 
the shape of the trajectory remains the same, and causes the model's predicted CPUE to start to drop, 
whereas in the 1998 retrospective CPUE showed little tendency to decline. 

Combined with the antagonism between CPUE and proportions-at-length, this suggests that the model 
might be missing some process. Possibilities are: 

CPUE could be misleading, 
a high natural mortality may have occurred, 
growth rate may have declined, 
non-commercial removals may have been much higher than estimated, or 
emigration could have occurred. 

Misleading CPUE seems unlikely, because the pattern in CPUE was widespread over several CRA 
areas and persistent for some years. The model could be programmed to estimate annual deviations in 
growth, mortality and emigration, but these would all be highly correlated. 

The McMC results of the assessment suggested that the current vulnerable biomass at the beginning of 
AW was 619 t (526-715 t). This is a more precise estimate than for CRA 2. This was 150% (130- 
172%) of the reference period biomass. Current exploitation rate is estimated to be 25% (22-29%). 

Under the assumptions of the projections, current catches, current seasonal distribution of catches, and 
recruitment with the same pattern as the past decade of estimated values, the model suggested that 
vulnerable biomass would increase to 149% of the current level, but with very high uncertainty (47- 
269%). 

These conclusions appeared to be robust to the sensitivity trials made with McMC: the trial described 
above in which male vulnerability was estimated for SS, and one with an increasing trajectory for 
recreational catches. The latter did produce less optimistic projections. 



These results suggest that current catch levels should be sustainable on average, but the high 
uncertainty must be noted: the future biomass could be halved or doubled. The uncertainty was higher 
than for CRA 1 because of the more volatile pattern of estimated recruitments. It was also a source of 
uncertainty that current levels and historical patterns of nontommercial catch levels are poorly 
determined. 
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TABLES 

Table 1: Data types and sources for the 2002 assessment of CRA 1 and CRA 2. Year codes apply to the 
first 9 months of each fishing year, viz 1998-99 is called 1998. RLIC - Rock Lobster Industry Council. 

Begin End 
Data type Data source year year 
Historical catch rate Annala & King (1983) 1963 1973 
CPUE FSU & CELR 1979 2001 
Historical proportions-at-size Various 1974 1978 
Observer proportions-at-size MFish 1990 2001 
Logbook proportions-at-size RLIC 1993 2001 
Historical tag recovery data MFish various 1975 1986 
Current tag recovery data RLIC & MFish 1996 2001 
Historical MLS regulations Annala (1983) 1945 1999 
Escape gap regulation changes Annala (1983) 1945 1999 

Table 2. Recreational catch estimates used in the assessments. 

CRA 1 CRA2 
1994 numbers 56000 142000 
1996 numbers 74 000 223 000 
mean numbers 65 000 182 500 
mean weight (kg) 0.726 0.672 
catch in kg 47 190 122 640 

Table 3: Estimates of illegal catches (t) for the ZOO1 assessment of CRA 1 and CRA 2. For the years not 
listed, the assessment used values interpolated linearly. 

Year CRA 1 CRA2 
1979 2.79 7.12 
1987 13.72 34.54 
1990 38.00 70.00 
1992 11.00 37.00 
1994 15.00 70.00 
1995 15.00 60.00 
1997 72.00 88.00 
1998 72.00 88.00 
1999 72.00 88.00 
2000 72.00 88.00 
2001 72.00 88.00 

Table 4: Parameter estimates for the conversion of total length to tail length and from tail length to tail 
width. Conversion factors for total length to tail length (in inches) are taken from Sorensen (1970). 
Conversion factors for tail length to tail width (in mm) are taken from Breen et al. (1988). 

Male Female 
Slope intercept Slope intercept 

Total length (in.) to tail length (in.) 0.571 0.196 0.604 -0.032 
Tail length (mm) to tail width (mm) CRA 1 0.383 -1.36 0.464 -10.64 
Tail length (mm) to tail width (mm) CRA 2 0.404 -6.53 0.477 -13.09 
Carapace length (mm) to tail width (mm) CRA 1 0.521 3.83 0.686 -7.19 
Carapace length (mm) to tail width (mm) CRA 2 0.538 0.78 0.709 -8.03 



Table 5: Summary of historical minimum size limit regulations for CRAl and 2. Regulation changes 
through 1959 are taken from Annala (1983); changes from 1988 to 1990 are summarised from Table 1 of 
Booth et al. (1994). Regulations are expressed in inches (designated as ") or mm. Equivalent 
measurements in mm tail width were made using the conversion factors in The lower size limit of 5.75 
inches tail length was used from 1952 to 1958. Abbreviations: TL, total length; tl, tail length; TW, tail 
width. 

Model interpretation 
Regulation in tail width (mml 

Year .Males Females Males Females 
1945 No limit No limit No limit No limit 
1950 ~n 9 TL 47 49 
1952 10" TL or 5.75" tl 10" TL or 5.75" tl 5 1 53 
1959 6" tl 6" tl 53 56 
1988 54 mm TW 58 mm TW 54 58 
1992 54 mm TW 60 mm TW 54 60 
1993 54 mm TW 60 mm TW 54 60 

Table 6: Summary of the number and sources of tag recoveries from CRA 1 and CRA 2 used in the 
assessments. 

CRA 1 CRA 2 Total 
Male Female Male Female Male Female 

Older data 189 173 68 120 257 293 
Current data 117 145 927 609 1044 754 
Total 306 318 995 729 1301 1047 



Table 7: Parameters estimated in the model, their upper and lower bounds, prior distributions and initial 
values. Parameters were estimated in several phases as shown; in phase 2, for instance, all parameters of 
phase 2 or less are estimated and the others remain at their initial values. Negative phases indicate fied 
values. Prior types: U, uniform; N, normal; L, lognormal. For definitions of parameters see Appendix A. 
Initial values in bold indicate a parameter that was held fixed in the base ease. -, not applieable. 

Lower Upper Prior Initial 
Phase bound bound type Mean C.V. value 



Table 8: Structural and fixed values used in the base case assessments. For definitions of parameters see 
Appendix A. 

Function 
lower edge of smallest size bin 

centre of largest size bin 

number of size bins 

scalar of length-weight relation 

scalar of length-weight relation 

exponent of length-weight relation 

exponent of length-weight relation 

mean size of recruits 

std. dev. of size of recruits 
maximum exploitation rate per period 

moult probability for sex g in season k 

shape parameter for mixing left and right 
halves of selectivity curves 
shape parameter for the right hand limb 
of the selectivity curve for sex g 
handling mortality rate multiplier on 
SL fishery exploitation rate 
std. dev. of increment observation error 

shape of biomass - CPUE relation 
difference between sizes at 50% and 
95% probability of maturing 

Value 
30 

91 

31 

4.16E-06 

1.30E-05 

2.935 

2.545 

32 

2 
0.9 

males: AW 1 SS 1 
females: AW 0, SS 1 

5 

200 except in 
sensitivity trial 

0.1 

2 

1 
11 

Table 9. Weights and the resulting sdsdrs used for the base cases in CRA 1 and CRA 2 assessments; 
sdsdrs - standard deviation of the standardised residuals. 

CRA l CRA 2 
data weight sdsdr weight sdsdr 

CPUE 1.0 1.07 2.0 3.89 
CR 0.6 1 .OO 1 .O 1.39 

tags 0.5 0.99 1 .O 0.93 
LFs 50.0 0.96 18.0 0.83 



Table 10: Data weights, MPD parameter estimates, negative log likelihoods and performance indicators for CRA I.  LF: Size frequency data; VR: wg.'estimated. Shading in 

the parameters indicates fixed values. BALL, BRECT, BVULN: total, recruited and vulnerable biomass respectively. 
2 epochs, 2 epochs, 1.5 times 2 times diRerent rec. estimate 
estimate fixed non-comm. non-comm. double double double double male SS estimate 

Base case srlectiviiy selectivity catches eatehes trajectory X CPUE wt L F w t  tag wt CR wt vulnest VR 
Weights 

m' I I 1 I I I I 2 I 1 I 1 1 
CR 

m 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 1.2 0.6 0.6 

w P  50 50 50 50 50 50 50 50 100 50 50 50 50 
m TAG 

0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 I 0.5 0.5 0.5 



2 epochs, 2 epochs, 1.5 times 2 times dinerent rec. estimate 
estimate fired nan-comm. non-comm. double douhlc double double male SS catch estimate 

Base case selectivih sdectivity catches catches trajectory X CPUEwt LF wl tag wt CR wt vulnest VR 

vl- ' 
v ;"' ' 7.01 
fimk ,I 

" 2  3.06 . . - .- . -- 
"d* . I  1 

1 200 
fi-h ,! ; - .. ," -- 200 

0 0.53 ......... 
L I  .- . 

Likelihoods 
CPUE 

CR 
LF 

Tags 
Penalty on 

M Priors 

€ Y  

Penalty on U 
LikeTotal 

Std dev of Residuals 
CPUE 

CR 
Tags 
LFs 

Indicators 
mum" 

ERECT,. 
B WLNnr, 

BALLu2 
BRErnu 
6 W L N ~ I  

UNSLww 
USLIIAW 

UNSLasl 
USL.,w 

B W L N d  WLN- 
BRECTdBREcT,", 

. 200 zoo 
0 9 L  . . .  0.57 

5 ..... 5 .............. 



Table 11: Parameter estimates from CRA 1 MPD retrospective analysis. Years are named for the last 
year of data that were used. 

last year of LF and CPUE data 

- 
u 

Likelihoods 
CPUE 

CR 
LF 

Tags 
Penally on MPrior 

& 9  

Penalties on U 
Total 

Std dev of Residuals 
CPUE 

CR 
Tags 
LFs 

Indicators 
BALLlur 

BRECT,wa 
BYLILh'lyly 

B A U m  
BRECT.2 
B WLNm 
UNSLUAW 

USL0,rw 
UNSLOIP 

USL.sr 
BWLNO/BYLILN,Y~ 
BRECl'dBRECTm 

2001 (base case) 



Table 12: Means and convergence diagnostics for each of several indicators for each part of the McMC chain from CRA 1 (* indicates the test failed). 

Quantity Posterior means 
Rafiery and Lewis r--- 

Chain # 
Indicators 
BALLwsa 
BRECT7s.m 
BVULN7ws 
BALLm 
BRECToz 
BVULNoz 
BALL07 
ERECT07 
BVULNo7 
UNSLoz 
USLO2 
UNSLw 
USLw 
BVULN&VULNro.ss 
BWLNm/BVULNpl 
BVULNpr/BVULN7pse 

1 
mean 
2080 
1299 
850 

3053 
2078 
1301 
3146 
2119 
1344 
2.5% 

10.7% 
2.6% 

11.1% 
153% 
103% 
158% 

2 
mean 
21 12 
1321 
861 

3126 
2122 
1329 
3251 
2207 
1406 
2.5% 

10.5% 
2.5% 

10.8% 
154% 
105% 
163% 

3 
mean 
2070 
1288 
841 

3039 
2055 
1283 
3213 
2170 
1386 
2.5% 

10.8% 
2.5% 

11 .O% 
153% 
108% 
165% 

4 
mean 
2116 
1319 
866 

3120 
2110 
1325 
3235 
2188 
1398 
2.5% 

10.5% 
2.5% 

10.8% 
153% 
105% 
162% 

Converge~ 
ingle chain Gelman 

mean 
2076 
1292 
842 

3073 
2080 
1302 
3203 
2165 
1378 
2.5% 

10.6% 
2.5% 

10.9% 
154% 
105% 
163% 

e statistic 
3rooks 
jelman 
iubin 5 1 2 3 4  



Table 13: Summary statistics for performance indicators from posterior distributions from the CRA 1 
base case. 

f 

14% 
M - 
0 

d;y 

d F  
dfe 

d F  
CV"""~ 
cvf"""" 
~ j , ~ ~ ~  

m50 
m 9 5 - 3 0  

rZk (* ) 

r p ; ~ I e  

frnlnmr r r  or r, 
r/e~rnnot 

AW 

v F 1  

VY'~~' 

7:'""' 
m01a ,I 

@=I= .I 

BALL7948 
ERECT,, 
BVULN,, 
BALL, 
ERECT, 
B VULN, 
BALL07 
ERECT,, 
BVULN,, 
UNSLot (%) 
USLp (7%) 

UNSL, (?A) 

USL, (%) 

0.05 median 
1724.4 1731.5 

13.09 13.34 
0.16 0.19 

0.52 0.53 

3.68 3.80 

4.54 4.84 

0.00 0.22 

-1.31 -0.93 

0.03 0.20 

0.49 0.58 

1.61 1.70 

31.27 42.34 

I1 11 

0.99 1.00 

0.06 0.47 

0.49 0.62 

0.64 0.77 

3.96 6.84 

1.54 2.78 

50.24 53.00 

53.94 55.06 

200 200 

200 200 
1741 2057 
1029 1278 
642 834 

2274 2995 
1594 2050 
929 1276 

2007 3113 
1268 2087 
725 1320 
1.7 2.5 
7.4 10.4 
1.5 2.4 
6.2 10.3 
131 152 
67 101 
94 156 

mean 0.05 median mean 



Table 14: Means and convergence diagnostics for each of several indicators for each part of the McMC chain from the sensitivity on estimating male SS vulnerability 
for CRA 1 (* indicates the test failed). 

Quantity Posterior means 

Chain # 1 2 3 4 
Indicators mean mean mean mean mean 
BALL7wa 1956 1917 1958 1963 1945 
BRECT7s.m 1226 1196 1224 1227 1215 
BVULNISIII 799 776 799 801 789 
BALL02 2898 2832 2890 2901 2872 
BRECToz 1996 1942 1990 1994 1975 
BWLNoz 1233 1191 1229 1233 1217 
BALL07 3004 2937 2978 2991 2934 
ERECT07 2052 1997 2025 2045 2002 
BVULNo7 1287 1242 1268 1283 1245 
UNSLm 2.6% 2.7% 2.6% 2.6% 2.7% 
USLoz 11.3% 11.6% 11.3% 11.3% 11.4% 
UNSLw 2.7% 2.8% 2.7% 2.7% 2.7% 
USLw 11.8% 12.2% 11.9% 11.9% 12.0% 
BWLNodBVULNlws 154% 154% 154% 154% 154% 
BVULNor/BVULNor 104% 104% 103% 104% 102% 
BVULNm/BVULN~ws 161% 160% 159% 160% 158%. 

statistic 
Brooks 
Gelman 

Raftery and Lewis Geweke 

5 1 2 3 4 5 1 2 3 4 5  

* 
* 
* 
* 
* 
* 

* 
* 

Heidelberger and 
Welsh 

1 2 3 4 5  

Convergence 
Single chain Gelman 

1 2 3 4 5 R u b i n  



Table 15: Means and convergence diagnostics for each of several indicators for each part of the McMC chain from the sensitivity on estimating descending limb 
variance of vulnerability ogive for CRA 1 (* indicates the test failed). 

Quantity Posterior means 

Chain # 1 2 3 4 
Indicators mean mean mean mean 
BALL7o.sa 2617 2616 2650 2657 
BRECT7ma 1822 1820 1839 1842 
BVULN7ms 847 844 851 846 
BALLoz 4122 4115 4133 4153 
ERECT02 3073 3059 3064 3072 
BVULNoz 1282 1276 1277 1270 
BALLOT 4320 4342 4397 4363 
ERECT07 3209 3234 3252 3225 
BVULNm 1366 1388 1402 1370 
UNSLoz 2.4% 2.4% 2.4% 2.5% 
USLoz 10.7% 10.7% 10.8% 10.9% 10.9 
UNSLos 2.4% 2.4% 2.4% 2.4% 
USLM 10.8% 10.6% 10.6% 10.9% 10.9 
BVULNodBWLN7wa 152% 151% 150% 150% 150% 
BVULNor/BVULNoz 107% 109% 110% 108% 10Bo 
BVULNo7/BVULN7ors 162% 165% 166% 162% 163O 



Table 16: Data weights, MPD parameter estimates, negative log likelihoods and performance indicators for CRA 2. LF: Size frequency data; VR: wg"estimated. 

Shading in the parameters indicates fixed values. 

2 epochs, 2 epochs, 1.5 times 2 times dinerent estimate 
estimate tired non-comm. non-comm. rec. catch estimate double double double double male SS 

Base case selectiviiy selectlvily catches catches trajectory X CPUEwt LF wt t a ~  wt CR w l  vulnest VR 
Weights 

m' 2 2 2 2 2 2 2 4 2 2 2 2 2 
CR m 1 1 I I I 1 I I I I 2 I I 

m' 18 I8 18 18 18 18 18 18 36 18 18 18 18 

m r*G 1 I I I I I I 1 I 2 I I I 
Parameten 

xK 
In 0,) 

M 



2 epochs, 2 epochs, 1.5 times 2 dmes dillcrent estimate 
estimate fixed non-eomm. mom-comm. rec. cateh estimate double double doublc double male SS 

Bnsr case selecliviiy sclrctivity catches catches trajectory X CPUEwt LF wt tag wt CR wt vulnest VR 

3 56 ' 5 00 

1 .  
Likelihoods 

CPUE 
CR 
LF 

Tags 
Penalty on 

MPriors 

& 9 

Penalty on U 
LikeTotal 

Std dev oiResldunls 
CPUE 

CR 
Tags 
LFa 

lodieatora 
BALLw 

BRECTrru 
B W L N -  



Table 17. Parameter estimates from CRA 2 MPD retrospective analysis. Years are named for the last 
year of data that were used. 

last year of LF and CPUE data 
2001 (base case) 



Table 18: Means and convergence diagnostics for each of several indicators for each part of the McMC chain from CRA 2 (* indicates the test failed). 

Quantity Posterior means 
Raftery and Lewis r 

Chain # 
Indicators 
BALLrwa 
BRECT7g.as 
BVULN7o.aa 
BALLoz 
BRECToz 
BVULNoz 
BALLOT 
ERECT07 
BVULNo7 
UNSLoz 
USLo2 
UNSLw 
U S h  
BWLNodBVULN7psa 
BWLNodBVlJLNor 
BVULNor/BVULN7pss 

I 
mean 
1658 
556 
413 

2168 
1149 
62 1 

2084 
1008 
604 

4.2% 
25.1% 
5.0% 

30.9% 
150% 
96% 

146% 

2 
mean 
1660 
558 
414 

2174 
1151 
622 

2092 
1013 
608 

4.2% 
25.0% 
5.0% 

30.8% 
150% 
96% 

147% 

3 
mean 
1653 
555 
412 

2164 
1146 
618 

2082 
1010 
605 

4.3% 
25.2% 
5.0% 

30.9% 
150% 
97% 

147% 

4 
mean 
1655 
555 
412 

2169 
1153 
621 

2083 
1014 
608 

4.2% 
25.1% 
5.0% 

30.9% 
151% 
97% 

147% 

eidelberger and 
'elsh 

1 2 3 4  
mean 
1657 
556 
413 

2183 
1148 
621 

2186 
1071 
651 

4.3% 
25.1 % 
5.0% 

31.2% 
150% 
96% 

146% 

Converger 
ingle chain Gelman 

5 1 2 3 4  

e statistic 
Brooks 
?elman 
Rubin 



Table 19: Summary statistics for performance indicators from posterior distributions from the  CRA 2 
base case. 

r r  

vF' 
,,J~nzolr.l 

I 

$"=IC 

VY 
BALL,.. 
BRECTn,, 
B VULN,, 
BALL,] 
BRECT,,] 
B VULN, 

BALLOT 
BRECT", 
BVULN07 
U N S L ,  @) 
USL, (%) 

UNSL, (%) 

USLoa (%) 
B V U L N o / B V U L N ~ ,  (%) 

B VULNo/B VULNr, (%) 
BVULN, JBVULN- (%) 

Estimate male SS vulnerabil' 
0.05 median mean 0. 

-2911.6 -2905.3 -2905.0 -2897. 

13.07 13.22 13.22 13.3 
0.14 0.16 0.16 0.1 

0.30 0.31 0.31 0.3 

3.60 3.74 3.74 3.8 

4.76 5.02 5.02 5.2 

0.18 0.40 0.40 0.6 

-1.28 -1.00 -1.00 -0.7 

0.04 0.28 0.28 0.5 

0.73 0.80 0.80 0.9 

2.59 2.69 2.69 2.7 

53.27 53.64 53.64 54.0 

11 11 I1 I1 11 I1 1 

0.71' 0.72* 0.72; 0.74 

0.98 0.99 0.99 1.0 

0.99 0.99 0.99 1. 

0.59 0.61 0.61 0. 

2.86 3.09 3.10 3.3 

5.07 5.45 5.45 5.8 

53.50 53.74 53.74 53.9 

60.32 60.69 60.70 61.0 
1443 1499 1499 156 
479 504 505 53 
362 380 381 40 

1578 1997 1997 242 
889 1027 1028 116 

485 588 589 69 
1144 2004 2017 291 

291 1001 1006 173 
173 612 621 110 

3.7 4.2 4.2 4. 3.7 4.4 4.5 5. 
22.2 26.2 26.5 31. 
2.8 4.4 5.1 9. 

15.4 26.2 31.8 73. 
129 154 155 18 

34 99 101 17 33 104 104 17 
46 161 163 29 

Different recreational catch 
trajectories 

0.05 median mean 0.95 
-2621.2 -2614.8 -2614.4 -2606.7 



Table 20: Means and convergence diagnostics for each of several indicators for each part of the McMC chain from the sensitivity estimating male SS vulnerability for 
CRA 2 (* indicates the test failed). 

Quantity Posterior means 

Chain # 
Indicators 
B A L L ~ M ~  
BRECTrpss 
BVULNrp.ss 
BALL02 
BRECTo, 
BVULNoz 
BALL07 
BRECTm 
BVULNm 
UNSLm 
USb2 
U N S h  
USLm 
BVULNodBVULN7ssa 
BVULNodBWLNo~ 
B W L N O ~ / B W L N ~ M ~  

1  
mean 
1504 
506 
382 

2000 
1030 
591 

2020 
1006 
623 

4.5% 
26.5% 
5.2% 

32.2% 
155% 
104% 
163% 

2 
mean 
1491 
50 1 
378 

1989 
1023 
587 

2022 
1009 
624 

4.5% 
26.6% 
5.1% 

31.6% 
155% 
105% 
165% 

3 
mean 
1510 
509 
384 

2003 
1033 
592 

2023 
1005 
622 

4.4% 
26.4% 
5.0% 

31.5% 
154% 
104% 
162% 

4  
mean 
1508 
508 
383 

2015 
1036 
594 

2026 
1013 
625 

4.4% 
26.3% 
5.0% 

31.5% 
155% 
104% 
163% 

aftery and Lewis eweke 

mean 
1484 
500 
376 

1975 
1019 
583 

1984 
988 
609 

4.5% 
26.8% 
5.2% 

32.6% 
155% 
103% 
162% 

5  5 1 2 3 4  

Convergence 
Single chain Gelman 

1 2  3 4  

* * * 
* * 
* * 

statistic 
Brooks 
Gelman 

5Rubin 



Table 21: Means and convergence diagnostics for each of several indicators for each part of the McMC chain lrom the sensitivity on using different recreational catch 
trajectories for CRA 2 (* indicates thitest failed). 

Quantity Posterior means 

1 
mean 
1702 
604 
44 1 

2294 
1199 
650 

2162 
1009 
600 

4.0% 
25.0% 
5.0% 

32.4% 
147% 
91% 

136% 

2 
mean 
1701 
604 
441 

2304 
1203 
652 

2222 
1056 
633 

4.0% 
24.9% 
4.9% 

31.6% 
148% 
96% 

144% 

3 
mean 
1703 
604 
44 1 

2294 
1196 
646 

2229 
1053 
631 

4.1% 
25.1% 
4.8% 

31 .O% 
147% 
96% 

143% 

4 
mean 
1700 
604 
441 

2305 
1201 
649 

2204 
1047 
624 

4.0% 
25.0% 
4.8% 

31 .O% 
147% 
95% 

142% 

Raftery and Lewis r--- 
mean 
1688 
598 
436 

2283 
1185 
643 

2198 
1034 
619 

4.1% 
25.3% 
5.0% 

33.0% 
148% 
94% 

142% 

e statistic 
3rooks 
;elman 
Lubin 

Seweke 

* * 
* 
* 

* * 
* * 
* * 
* 
* 
* 
* * 
* * 

* 
* 

* 
* 

5 1 2 3 4  

Heidelberger and 
Welsh 

1 2 3 4 5 1 2 3 4 5  

* 
* 
* 
* 
* 
* 

* 
* 
* 
* 

Converge 
Single chain Gelman 

1 2 3 4  
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Figure 1: CRA 1: SL and NSL catch by season. SL catch is that taken with respect to the size Limit and 
protection on berried females (commercial and recreational catches). 



Figure 2: C R M :  SL and NSL catch by season. 



Fishing year 

Figure 3: CRA 1: predicted (line) and obsewed (circles with one standard error) standardised CPUE 
index by season from the base case MPD results: upper, autumn-winter (AW) season; lower, spring- 
summer (SS) season. 
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Figure 4: CRA 1: standardised residuals of predicted CPUE index from the base ease MPD results, 
plotted by fishing year [upper panel] and by predicted CPUE index [lower panell. Closed circles, autumn- 
winter (AW) season; open circles, spring-summer (SS) season. 
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Figure 5: CRA 1: predicted (solid line) and observed (circles with one standard error) catch rate (CR) by 
season from the base case MPD results: upper, autumn-winter (AW) season, lower, spring-summer (SS) 
season. 
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Figure 6: CRA 1: standardised residuals of catch rate from the base case MPD results, plotted by f~hing 
year [upper panel] and by predicted catch rate [lower panel]. Closed circles, autumn-winter (AW) season; 
open circles, spring-summer (SS) season. 



Male Female 

Observed 

4 .  

Observed 

30 40 SO 60 70 80 90 30 40 50 60 70 80 90 

Predicted Predicted 

-3 -2 -1 0 1 2 3 -3 -2 1 0 1 2 3 

Theoretical Quentiles Theoretical Quentiles 

Figure 7: CRA 1: predicted and observed size at recapture from the base case model MPD fit from the 
tagging data (top panels); standardised residuals versus predicted size a t  recapture (middle panels); Q-Q 
plots of the standardised residuals (bottom panels). For all plots left panels are males and right panels are 
females. 
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Figure 8: CRA 1: the base case MPD lit to the proportion-at-length data, plotted by year and season 
(AW, autumn-winter; SS, spring-summer), sex category, and data source type. The left column shows 
males, the centre immature females, and the right mature females. LB, log book data; CS, catch sampling 
data; HS, historical data; MS, market sampling data; wt (=K,), relative weight given to each data set; tau 

(=K,c?/wP ), scaling factor relative to sigma. For HS and MS data, where females were not graded by 

maturity, the centre column is all females. The dotted vertical line is the current summer MLS. 
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Figure 8: continued. 
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Figure 8: continued. 
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Figure 9: CRA 1: standardised residuals from the fits to proportions-at-length (Figure 8). plotted against 
predicted proportions-at-length for the three sex categories indicated. 
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Figure 10: CRA 1: standardised residuals from the fits to proportions-at-length (Figure S), plotted against 
length and by season for the three sex categories indicated. Left panels are the autumn-winter season and 
the right panels for the spring-summer season. The box plots show the median as a horizontal line; the 
box encloses the central 50% of the data, whiskers indicate the 5th and 95th percentiles, other points 
indicate outliers. 



Figure 11: CRA 1: staudardised residuals from the fits to proportions-at-length (Figure S), plotted against 
length for the three sex categories indicated. The box plots show the median as a horizontal line; the box 
encloses the central 50% of the data, whiskers indicate the 5th and 95th percentiles, other points indicate 
outliers. 
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Figure 12: CRA 1: recruited (left panels) and total biomass (right panels) from the MPD fit by sex (as 
indicated in the legend) and season: upper panels, autumn-winter season; lower panels, spring-summer 
season. 
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Figure 13: CRA 1: the base case model's predicted vulnerable biomass from the MPD fit: heavy line, - 
spring-summer season; light line, autumn-winter season. 
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Figure 14: CRA 1: exploitation rate trajectories from the base case model MPD fit: heavy line, spring- 
summer season; light line, autumn-winter season. 
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Figure 15: CRA 1: recruitment trajectory (millions) from the base case model MPD fit  
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Figure 16: Vulnerable biomass trajectories from the MPD retrospectives for CRA I, plotted by season; 
upper panel - SS, lower panel - AW. Each line connects the predicted biomass for each year in the MPD 
tit. Data sets are named by the last year of data they were tit to. 
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Figure 17: Estimated recruitment multipliers from the MPD retrospectives for CRA 1. Each line connects 
the predicted recruitment for each year in the MPD fit. Data sets are named by the last year of data they 
were fitted to. 
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Figure 18: CPUE trajectories from the MPD retrospeetives for CRA 1, plotted by season; upper panel - 
AW, lower panel - SS. Each line conneets the predicted biomass for each year in the MPD fit Data sets 
are named by the last year of data they were fitted to. Points are the observed CPUE. 
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Figure 19: Marginal posterior distributions of some parameters and performance indicators for the 
CRA 1 base case assessment from each of the five parts of the chain. 
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Figure 20: Examples of traces from the base ease McMC simulations for the CRA 1 assessment. 
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Figure 21: Posterior traces for vuln2 from the CRA 1 base case McMC for CRA 1. The complete 
posterior trace for vulnest2 is shown in the upper left graph and then concurrent values for vuln2 with M 
and two derived parameters are shown ( B ~ u l n ~ ~ / B v u l n , ~ ~  and Bvulna,/Bvuln,). 
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Figure 22: CRA 1: posterior trajectories of recruitment deviations from the base case McMC simulations. 
For each deviation the horizontal line represents the median, the box spans the 25Ih and 75Ib percentiles 
and the dashed whiskers span the 5" and 95" percentiles. 
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Figure 23: CRA 1: posterior trajectories of recruited biomass, for the AW (top) and SS (bottom) seasons, 
from the CRA 1 base case McMC simulations. For each year the horizontal line represents the median, 
the box spans the 25* and 7 ~ ' ~  percentiles and the dashed whiskers span the and 95* percentiles. 
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Figure 24: CRA 1: posterior trajectories of vulnerable biomass, for the AW (top) and SS (bottom) 
seasons, from the CRA 1 base case McMC simulations. For each year the horizontal line represents the 
median, the box spans the 25* and 75* percentiles and the dashed whiskers span the 5'' and 95'" 
percentiles. 
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Figure 25: CRA 1: posterior trajectories of total biomass, for the AW (top) and SS (bottom) seasons, from 
the CRA 1 base case McMC simulations. For each year the horizontal line represents the median, the box 
spans the 2Sh and 75* percentiles and the dashed whiskers span the Sh and 95* percentiles. 
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Figure26: CRA 1: posterior trajectories of SL exploitation rate, for the AW (top) and SS (bottom) 
seasons, from the CRA 1 base case McMC simulations. For each year the horizontal line represents the 
median, the box spans the 251b and 75* percentiles and the dashed whiskers span the stb and 95* 
percentiles. 
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Figure27: CRA 1: posterior trajectories of NSL exploitation rate, for the AW (top) and SS (bottom) 
seasons, from the CRA 1 base case McMC simulations. For each year the horizontal line represents the 
median, the box spans the 25" and 75" percentiles and the dashed whiskers span the stb and 95Ib 
percentiles. 
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Figure 28: CRA 2: predicted (line) and observed (circles with one standard error) standardised CPUE 
index by season from the base case MPD results: upper, autumn-winter (AW) season; lower, spring- 
summer (SS) season. 
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Figure 29: CRA 2: standardised residuals of predicted CPUE index from the base case MPD results, 
plotted by fishing year [upper panel] and by predicted CPUE index [middle panel]. Closed circles, 
autumn-winter (AW) season; open circles, spring-summer (SS) season. The bottom panel shows a 
quantile-quantile plot of the CPUE standardised residuals. 
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Figure 30: CRA 2: predicted (solid line) and observed (circles with one standard error) catch rate (CR) by 
season from the base case MPD results: upper, autumn-winter (AW) season, lower, spring-summer (SS) 
season. 
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Figure 31: CRA 2: standardised residuals of catch rate from the base case MPD results, plotted by fmhing 
year [upper panel] and by predicted catch rate [lower panel]. Closed circles, autumn-winter (AW) season; 
open circles, spring-summer (SS) season. 
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Figure 32: CRA 2: predicted and observed size at recapture from the base case model MPD fit from the 
tagging data (top panels); standardised residuals versus predicted size at recapture (middle panels); Q-Q 
plots of the standardised residuals (bottom panels). For all plots left panels are males and right panels are 
females. 
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Figure 33: CRA 2: the base case MPD tit to the proportion-at-length data, plotted by year and season 
(AW, autumn-winter; SS, spring-summer), sex category, and data source type. The left column shows 
males, the centre immature females and the right mature females. LB, log hook data; CS, catch sampling 
data; HS, historical data; MS, market sampling data; wt, relative weight given to each data set; tau, 
sealing factor relative to sigma. For HS and MS data, where females were not graded by maturity, the 
centre column is all females. The dotted vertical lineis the current summer MLS. 
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Figure 33: continued. 
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Figure 33: continued. 



Figure 34: CRA 2: standardiied residuals from the fits to proportions-at-length (Figure 33), plotted 
against predicted proportions-at-length for the three sex categories indicated. 
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Figure 35: CRA 2: standardised residuals from the fits to proportions-at-length (Figure 33), plotted 
against length and by season for the three sex categories indicated. Left panels are the autumn-winter 
season and the right panels for the spring-summer season. The box plots show the median as a horizontal 
line; the box encloses the central 50% of the data, whiskers indicate the 5th and 95th percentiles, other 
points indicate outliers. 
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Figure 36: CRA 2: standardised residuals from the fits to proportions-at-length (Figure 33), plotted 
against length for the three sex categories indicated. The box plots show the median as a horizontal line; 
the box encloses the central 50% of the data, whiskers indicate the 5th and 95th percentiles, other points 
indicate outliers. 
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Figure 37: CRA 2: recruited (left panels) and total biomass (right panels) from the MPD fit by sex (as 
indicated in the legend) and season: upper panels, autumn-winter season; lower panels, spring-summer 
season. 
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Figure 38: CRA 2: the base case model's predicted vulnerable biomass from the MPD fit: heavy line, 
spring-summer season; light line, autumn-winter season. 

Figure 39: CRA 2: exploitation rate trajectories from the base case model MPD fit: heavy line, spring- 
summer season; light line, autumn-winter season. 
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Figure 40: CRA 2: recruitment trajectory (millions) from the base case model MPD fit  
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Figure 41: Vulnerable biomass trajectories from the MPD retrospectives for CRA 2, plotted by season; 
upper panel - SS, lower panel - AW. Each line connects the predicted biomass for each year in the MPD 
fit. Data sets are named by the last year of data they were fitted to. 
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Figure 42: Estimated recruitments from the MPD retrospectives for CRA 2. Each line connects the 
predicted recruitment for each year in the MPD fit Data sets are named by the last year of data they 
were fit to. Note that the 1998 and 1997 retrospectives have much larger estimates of RO and are thus off 
the scale of the graph. 
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Figure 43: CPUE trajectories from the MPD retrospectives for CRA 2, plotted by season; upper panel - 
AW, lower panel - SS. Each line connects the predicted biomass for each year in the MPD fit. Data sets 
are named by the last year of data they were fit to. Points are the observed CPUE. 
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Figure 44: Marginal posterior distributions of some parameters and performance indicators from the five 
McMC chains for the CRA 2 base case assessment. 
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Figure 45: Examples of traces from the base case McMC simulations for the CRA 2 assessment 
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Figure 46: CRA 2: posterior trajectories of recruitment deviations from the base case McMC simulations. 
For each deviation the horizontal line represents the median, the box spans the 2sth and 75" percentiles 
and the dashed whiskers span the 5" and 95" percentiles. 
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Figure 47: CRA 2: posterior trajectories of recruited biomass, for the AW (top) and SS (bottom) seasons, 
from the CRA 2 base case McMC simulations. For each year the horizontal line represents the median, 
the box spans the 2stb and 75" percentiles and the dashed whiskers span the 5" and 95' percentiles. 
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Figure 48: CRA 2: posterior trajectories of vulnerable biomass, for the AW (top) and SS (bottom) 
seasons, from the CRA 2 base case McMC simulations. For each year the horizontal line represents the 
median, the box spans the 25" and 75" percentiles and the dashed whiskers span the 5Ib and 9~~ 
percentiles. 
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Figure 49: CRA t: posterior trajectories of total biomass, for the AW (top) and SS (bottom) seasons, from 
the CRA 2 base case McMC simulations. For each year the horizontal line represents the median, the box 
spans the 251b and 75tb percentiles and the dashed whiskers span the 5& and 95" percentiles. 



1960 1980 2000 

Fishing year 

Fishing year 

Figure 50: CRA 2: posterior trajectories of SL exploitation rate, for the AW (top) and SS (bottom) 
seasons, from the CRA 2 base case McMC simulations. For each year the horizontal line represents the 
median, the box spans the 25" and 75" percentiles and the dashed whiskers span the 5" and 95" 
percentiles. 
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Figure 51: CRA 2: posterior trajectories of NSL exploitation rate, for the AW (top) and SS (bottom) 
seasons, from the CRA 2 base case McMC simulations. For each year the horizontal line represents the 
median, the box spans the 25" and 75" percentiles and the dashed whiskers span the 5" and 95" 
percentiles. 



APPENDIX A. ASSESSMENT MODEL 

The parameters and variables used by the model can be divided into the following. 

0 Structural variables that are fixed and define the structure of the model. 

O b s e ~ a t i o n s  that are known and influence the history of the fishery in the model. 

0 Model parameters that influence the dynamics and that are either estimated or fured at assumed 
values. 

Derived variables that are dependent on the model parameters and used to calculate state 
variables or to make predictions. 

State variables, dependent on model parameters, that describe the modelled state of the stock and 
are used to make model predictions. 

Predictions for comparison with observations 

0 Likelihood variables that are used in comparing the model's predictions with observations. 

These parameters and variables are described in Table Al.  The model uses a half-year time step: 
autumn-winter (AW) from 1 April to 30 September and spring-summer (SS) from 1 October through 
31 March. Six-month periods are indexed by t. Season, indexed by k, can be calculated from t by 
mod(t-1,2)+1. Three sex categories, indexed by g, are kept distinct in the model: males (male), 

immature females (female), and mature females (femmat). Size classes are indexed by s, years by y, 
and tag return records by i. In describing how length frequency records are handled, month is indexed 
by m and area by a. In discussing how growth of tagged lobsters is predicted, the number of moults is 
indexed by q. The subscript used to index the selectivity function parameters is z. 

Table Al:  Major variables and parameters of the assessment model 

Structural and fixed variables 

3, Smallest size modelled in size class s 

3, Largest size modelled in size class s 

7' Size of an individual in size class s (mid point of the size class bounds) 

Smax Number of size classes modelled 

ad Scalar of the size-weight relation for sex g 

bK Exponent of the size-weight relation for sex g 

w:: Weight of an individual of sizes and sex g 

4 Mode of the size distribution of recruits to the model 

?' Standard deviation of the size distribution of recruits 
I Identity matrix for model size classes 
A Shape parameter for mixing left and right halves of selectivity curves 

urn Maximum permitted exploitation rate in a period 

f: Moult probability for sex g in season k 

O b ~ e ~ a t i ~ n S  

CSL Catch limited by regulations in period r 

c Catch not limited by regulations in period t 

1, Observed standardised CPUE in period r 

CR, Observed historical catch rate in period r 

1: Minimum legal size limit for sex g in period t 

P: Observed proportions-at-size in the catch in period r 

Dm,, Numbers of days sampled in month m and area a 



Catch in month m and area a within a period 

cm,o 
Calculated weight for length frequencies from month m and area a 

g Number of lobsters sampled in month m, area a and sues  within a period n n Z , ~ , ~  
g Proportion of lobsters sampled in month m, area a and sizes within a period PW, 

K, Calculated relative weight for proportions-at-size in period t 

s y g  
Size and sex of the itb tagged lobster at release 

s$"q Size and sex of the ith tagged lobster at recapture 

Estimated parameters 
6 Denotes the vector of model parameters 

Natural logarithm of Ro, the mean annual recruitment to the model for each sex in each 
"(') period 

5 Recruitment deviation for year y 

M Instantaneous rate of natural mortality (per year) 

r .  Relative seasonal vulnerability for sex g and season R 

g 
7z Size of maximum selectivity of sex g for selectivity function z 

v," Shape parameter for the left hand limb of the selectivity curve for sex g and selectivity 
function in epoch z 

W p  Shape parameter for the right hand limb of the selectivity curve for sex g in all epochs 

4 7  
Mean expected moult increment for a lobster of size 50 mm TW and sex g 

43 Mean expected moult increment for a lobster of size 80 mrn TW and sex g 

CVg C.V. of the expected growth increment for sex g 

Pd,m' Minimum standard deviation of the expected growth increment (sex-independent) 

gd,obs Standard deviation of the observation error in observed moult increments 

"'50 
Sue at which the probability of a female maturing is 50% 

%5-50 
Difference between sizes at 50% and 95% probability of a female maturing 

X Determines shape of biomass-CPUE relation - 
0 Component of error common to all data sets 

Derived variables 
CySL'BSL Portion of c , ~  taken from B? in pried t 
C,"SL'BNSL Portion of c,"~ taken kom B? in period r 
c?'." Total catch taken fiom BF in period t 

L ~ J  Legal status flag (zero or one) for individuals of sex g and size s in period t. Mature females 
are assumed to be benied and are therefore not legal in A W. 

R 0 
Vector of average recruitment-at-size 

% Vector of numbers-at-size for sex g in the unexploited population at equilibrium 

hd Slope of the growth increment-at-size relation for sex g 

yb y-intercept of the growth increment-at-size relation for sex g 

d," Expected growth increment of an individual of sizes and sex g 

P," Standard deviation of the growth increment for an animal of sex g and size s 

xi Growth transition matrix for sex g in season k 

xk:, One cell of Xf : the proportion of individuals of sex g that grow from size-class s to size- 
class s ' in season k 
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Expected size of an individual of sizes and sex g after moulting 
5:,+, 

V L  
Total vulnerability, incorporating selectivity and seasonal vulnerability, of an individual of 
sex g and sizes in epoch z 

qgx Intermediate term used in calculating V$,s 

Q Vector of the probability of females maturing-at-size 

Q* Probability that an immature female at sizes will become mature during period 

State variables 

N:, Numbers of sex g and sizes at the start of period I 

N;,+0.5 
Numbers of sex g and sizes in the mid-season of period I 

f?,, Numbers of sex g and size s after fishing in period t 

N;, Numbers of sex g and size s after fishing and natural mortality in period t 

N;, Numbers of sex g and size s after fishing, natural mortality, growth and recruitment in period 
t 

R, Recruitment to the model (males and females, all sizes) in period t 

R,,, Recruitment to the model for size class s in period t (same for males and females) 

B,? Biomass vulnerable to the SL fishery at the beginning of period t 

B , ! ~  Biomass vulnerable only to the NSL fishery at the beginning of period t 

By' Sum of B: and B , ! ~  at the beginning of period t 

UP Exploitation rate on B? in period t 

u,!% Exploitation rate on BY in period r 

*, Handling mortality rate in period t 

Model predictions 

i, Predicted CPUE for period t 

4, Predicted historical catch rate for period t 

z, Predicted proportion-at-size for size g and sex s in period t 

@.me+" Predicted size at recapture for the ith tagged lobster 

P: Predicted standard deviation of the growth increment for the ith tagged lobster 

Likelihood variables 

d Standard deviation of recruitment deviation 

q1 Scaling coefficient for CPUE index 

d Standard deviation of standardised CPUE indices in period r 

m' Relative weight applied to CPUE likelihoods 

qCR Scaling coefficient for catch rate index 

u cR Standard deviation of catch rate index 

mCR Relative weight applied to historical catch rate 

mP Relative weight applied to proportions-at-size 

wTAG Relative weight applied to tagging data 



A.l Initial size structure 

The population is assumed to be in an initial unexploited equilibrium, in this case at the start of period 
1, AW 1945. The number of each sex in each size class is the equilibrium function of the growth 
transition matrices for each season, recruitment, and natural mortality: 

Eq. 1 

where the vector of recruitment-at-size, R, (same for males and females), is derived from the 
multiplication of & and the equilibrium recruitment proportions-at-size, calculated as in Eq. 26, 
Xb, and Xb,, are growth transition matrices for spring-summer and autumn-winter for sex g andQ is 

the vector of the probability of females maturing-at-size. 

A.2 Overview of dynamics 

The dynamics proceeds in a series of steps through each time step, the 6-month period. First, the 
biomass vulnerable to fishing is calculated from number-at-size, weight-at-sex, selectivity-at-size and 
relative seasonal vulnerability, all for each sex. This is done twice -once for the fishery that respects 
the size limit and berried female restrictions (the SL fishery) and once for the fishery that does not (the 
NSL fishery). 

From biomass and the observed SL and NSL catches, exploitation rates are calculated; if they exceed 

the assumed maximum value they are reduced to p a n d  the model's function value is 
penalised. Then the two fisheries are simulated, reducing numbers-at-size in two steps to obtain the 
mid-season numbers and the post-fishing numbers. 

After fishing, growth is simulated, recruitment is calculated and added to the vector of numbers-at- 
size, and then maturation of immature to mature females is simulated, giving the numbers at the 
beginning of the next period. 

A.3 Selectivity and relative vulnerability 

The ascending and descending limbs of the selectivity curve are modelled using halves of two normal 
curves with the same mean but with different shapes, one for the left half and one for the right. These 
are determined by parameters analogous to the variance of a normal curve. This is sometimes called a 
"double-normal" but is really a "bi-hemi-normal" curve. A logistic selectivity curve can be 
approximated by setting the shape parameter for the right hand limb to a large number. 



The model can calculate different curves for each of a number of epochs, for instance if the MLS or 
escape gap regulations change, although in this study only one was used. Total vulnerability is the 
product of the selectivity curve and the relative seasonal vulnerability for each sex, r: : 

Selectivity curves are assumed to be the same for mature and immature females. It is assumed that 

the maximum relative seasonal vulnerability is for males in spring-summer, i.e., rGk = 1. It is also 

assumed that the relative seasonal vulnerability of mature females differs from that of immature females 

only in the autumn-winter, i.e. r / F 1  = rEak ; this was examined in sensitivity trials in this study. 

A.4 Vulnerable biomass 

The model must simulate two kinds of fishing: fishing that takes all vulnerable lobsters, and fishing 
that takes only those that are both above the MLS and not bemed females. The first fishery includes 
the illegal and Maori customary fisheries; Maori customary fishing is not illegal so this fishery cannot 
simply be called the illegal fishery, and we call it the NSL fishery. The other fishery, governed by the 
regulations, comprises the commercial and recreational fisheries, and we call it the SL fishery. 

The total biomass vulnerable to the NSL fishery at any time is the product of numbers, weight, and 
vulnerability-at-size: 

Eq. 3 BY' = x x N;,W,~V& 
s s 

where mean weight of individuals in each size class is determined from: 

The d and bg parameters are assumed to be the same for immature and mature females. The legal 
switch L:,, for the SL fishery is determined by comparing size with the minimum legal size: 

and Lf,, is zero for all mature females in the autumn-winter season. The SL biomass is 

The biomass vulnerable only to the NSL fishery is 



Eq. 7 BY = v' - gL =EX N:,w:K'~ . . (1 - L$) 

A.5 Exploitationrates 

The observed catches are partitioned in the data file intocatches from the two fisheries:  and 
c?. Exploitation rate is calculated as catch over biomass. The model must calculate the total 
exploitation rate expended by both fisheries on the biomass available to the SL fishery, and limit it if 
necessary. The portion of c : ~  to be taken from the SL biomass is 

NSL.BSL - Eq.8 C, - 
C? B,? 

BY' 
and from the NSL biomass is 

The total catch to be taken from the SL biomass is the sum of components from the two fisheries 

Eq. c Y I . B S L  - NSL,BSL 
- c, + cs" 

NSL,BNSL Total catch from the NSL biomass is C, 

Now the model can calculate, and limit if necessary, the exploitation rates applied to these two 
components of the population. The exploitation rate applied to the SL biomass is 

and to the NSL biomass is 

Eq. 12 U y  = cYNsL 
B y  

If u,? exceeds a value specified, U"", 0.90 for this assessment, then u,? is restricted to just over 
U"" with the AD Model Builderm posfun and a large penalty is added to the total negative log- 
likelihood function. This keeps the model away from parameter combinations that do not allow the 

NSL . catch to have been taken. U, 1s similarly limited. 

Handling mortality is exerted by the SL fishery on vulnerable animals returned to the water because 
they are under-sized or berried females. This is assumed to be a constant proportion (0.1) of the 
exploitation rate exerted by the SL fishery: 

c,? 
Eq.13 H,=0.1-. 

B,? 

This is reduced proportionally ifposfim has reduced the exploitation rate and C y .  



A.6 Fishing mortality 

Fishing mortality from the SL, NSL and handling mortality are applied simultaneously to the 
population. This occurs in two steps so that mid-season biomass and mid-season size structures can be 
calculated. The numbers at mid-season are calculated from numbers at the start of the period, using 
half the exploitation rates described above: 

The model then re-calculates vulnerable biomass in each category, re-calculates the exploitation rate 
required to take the remaining catch (if posfim reduced the exploitation rate, the required catch was 
reduced proportionally), and calculates numbers after all fishing in the period: 

A.7 Natural mortality 

Natural mortality is applied to numbers after all fishing has taken place in a period: 

A.8 Growth 

Moult-based growth is modelled explicitly using a two part model. The first part of the model 
describes the sex- and size-specific moult increment of a lobster in size class s. The estimated 
parameters of the model are d& and d&, the expected increments for lobsters of 50 and 80 mm TW 

for sex g. From those, the mean expected increment j: can be calculated for each size s for each sex 

g: 

but is constrained with the AD Model Builder" "posfun" function to be positive. The slope is 
determined from 

Eq. 18 h8 = (d& -d&)/30 

and the intercept from 

Eq. 19 y8 = d$, -50hg 

Variability in the growth increment is assumed to be normally distributed around dt with a standard 

deviation pf that is a constant proportion the expected increment, but is truncated at a minimum 

value pd."" . The equation below is used to give a smooth differentiable function: 

The second part of the growth model describes the sex- and size-specific probability of moulting. 
Males are assumed to moult in both seasons; females are assumed to moult only at the beginning of 
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the AW season. The seasonal moult probability f f is set to zero or one, depending on the sex and 
season as just described. 

From this growth model, the growth transition matrix Xf  is generated as follows. The expected size, 

after moulting, of an individual of sex g and size g: (in size class s) is: 

Eq. 21 it,,, =S, +d,p f , p  

Because of variability in growth, not all individuals move into the size. class containing Sf,,, ; some 

move into smaller or larger size classes, depending on qf. For each size class s, the probability that 

the individual will grow into each of the other size classes, s', is calculated by integrating over a 

normal distribution with mean Sf,,, and standard deviation qf . The largest size group is cumulative, 

i.e., no animals grow out of this group, so the integration is done from the smallest size in that size 

class, is. to a,. With the sex index, g, and the season index, k, suppressed this is: 

Moulting in this model occurs at the beginning of each period. Growth is applied to the numbers 

remaining in each size class after fishing and natural mortality, N:, : 

Eq. 23 N:,~ = 1 (x&,N:,) + Rs-,t+~ 

for males and females, where R,,,,,, is calculated as described below. For mature females: 

/enmot = (x~femor~j$nm Eq. 24 N~.,~ ) 
I 

A.9 ' Recruitment 

The number of lobsters recruiting to the model in a year is assumed to be equal for males and females 
and is divided equally over the two seasons. Recruitment deviations are estimated for those years 
likely to have information on the strength of recruitment, and total recruitment is calculated from: 

Is."- Q] 
Eq. 25 R, =0.5R0 e 



where it is assumed that the recruitment deviations &,are normally distributed with mean zero and 

ksY corrects for the log-normal bias associated with different standard deviation a' . The term - - 
2 

values of a" . 

Recruitment is dispersed over the sim-classes, assuming a normal distribution truncated at the smallest 

size class: 

Eq. 26 R,, = R, 
cs, - n 

p p ( -  X2] 
where S, is the mean size in size class s, 4 is the (assumed) mean size-at-recruitment and y is the 

(assumed) standard deviation about mean size-at-recruitment. 

A.10 Maturation 

The probability of a female maturing during a period is modelled as a logistic curve: 

Eq. 27 Q, = 
1 

1 + exp [-ln(l ')(' - m;l(q5-50 J 
Maturation occurs after growth, and this determines the numbers at the beginning of the next period. 
Males are not involved: 

Eq. 28 Ns::2 = N::? 
Immature females that mature are subtracted from the number of immature females in size class s: 

fintale - "'female 
Eq. 29 N,,,,, - NS,l (1 - Q s )  

and added to the number of mature females in size class s: 

/emma _ ".jEOma + QJJ$& 
Eq. 30 Nu+, - Ns,, 

A . l l  Predictions and likelihoods for abundance indices 

The predicted CPUE index is calculated from mid-season vulnerable biomass: 

Eq. 31 i, = q 1 ( ~ E o . 5 ) X  
where x determines the shape of the relationship and the scaling coefficient q' is calculated from: 

103 



I Eq. 32 q = exp 

where the standard deviation cr,! for each period is obtained from the standardisation process, ar' is 

the relative weight applied to the standardised CPUE index data set and a" is the estimated common 
error component. 

* 
A log-normal likelihood function is used to compare predicted ( I ,  ) and observed ( I ,  ) biomass 
indices, 

~ ( i ,  I B)= m1 

cr,! a"& 
Eq. 33 

The normalised residual is: 

Eq. 34 residual = M I ,  ) - wf, ) 
(cr,!C 1 ml) 

Similarly, the predicted historical catch rate index is calculated as: 

CR SL Eq. 35 ck, = q B,,,, 

where the scaling coefficient qCR is calculated from: 

CR - Eq. 36 q -ex1 

where the standard deviation c r y ,  constant for all observations, is assumed to be 0.3 andmcR is the 

relative weight applied to the catch rate index data set. 

A log-normal likelihood function is used to compare predicted (&, ) and observed ( I ,  ) biomass 
indices, 

Eq. 37 L(&, I 8)= w CR 

cr,=R~",/% 40, cR cr/mCR)2 - I - 
The normalised residual is 
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ln(CR, ) - l n ( ~ 4  ) 
Eq. 38 residual = 

(O,%/mCR) 

A.12 Predictions and likelihood for proportion-at-size 

The observed relative proportions-at-size pt, for each sex category are fitted for each period. In each 

period, these proportions sum to one across the three sex categories. The model predictions for the 
relative proportions-at-size in each category are: 

We use the normal likelihood proposed by Bentley (Breen et al. 2002) for fitting the model predictions 
to the observed proportions-at-size: 

where zirP is the relative weight applied to the proportion-at-size data. 

The relative weight K, is calculated for each sample from a six-month period, t. Each sample 
comprises measurements from the various months with the period and various statistical areas within 
the larger area being assessed (CRA 1 or CRA 2). If m indexes month and a indexes statistical area, 
the proportion of lobsters in sex g at size s, aggregated within the area x month cell, p f  can be . . 
expressed as 

The weight given to this cell, c,,,~, is a function of the cube root of the number measured, the cube root 

of the number of days sampled, Dm,, , and the proportion of the total catch in period r taken in that 

month x area cell: 

The proportion of lobsters at size and sex in the whole sample for period t is: 



and the effective sample size is then the sum of the cell weights: 

To prevent individual datasets from having functionally either most of the weight or no weight in the 
model fitting, we truncated K, values greater than 10 to 10, and less than 1 to 1. 

The normalised residual for a proportion-at-length is: 

Eq. 45 residual = 
JW(i,:, 

I \ 

A.13 Likelihood of tag size increments 

The predicted size of a recaptured tagged lobster is calculated by simulating each moult during the time 

at liberty. For the fwst moultthe predicted size after moulting, $rmc', is 

If the animal was at liberty for more than one moulting period for that sex, then the resulting size is 
calculated as above, replacing S&'= with the result of Eq. 46, and so on. 

A normal likelihood function is used to compare predicted and observed sizes at recapture: 

where the standard deviation g?b is calculated as follows. For a single moult, the standard deviation is 

the determined from the C.V. and the expected increment: 

Eq. 48 

This differentiable function constrains the p:,, to be equal to or greater than pd"L'" . For more than 

one moult. 

where 



Eq. 50 

= ( ( y g + h g  S ~ ) C V ~  - m d . ~ ~ ) ( I , m - ~ ( ( ( y ~ + h ~  s , y s ) c v g  -md-  
'7'4 IT 

where g indexes the number of moults and is the standard deviation of observation error. 

The normalised residual is: 

s ~ " c " P  -+map 

Eq. 51 residual = i 

9: 

A.14 Likelihood of recruitment residuals 

Annual recruitment deviations, which cause recruitment to move away from average recruitment, are 
penalised with a normal likelihood function: 



APPENDIX B. DATA USED IN THE ASSESSMENT 

B.l CRA 1 data 

Table B1: Catch data in kilograms used for the CRA 1 assessment. Catches are reported by calendar 
year through 1978, then are reported by f ~ h i n g  year (1 April to 31 March, named by the April-December 
year). 

Sequential Exnort 
Fishing season 
year season' number 

Commercial discrepanc Reported 
reported2 unreported' ~ecreational' i1llegalS 

Unreported Maori 
illegal6 customary' 

1945 
1945 
1946 
1946 
1947 
1947 
1948 
1948 
1949 
1949 
1950 
1950 
1951 
1951 
1952 
1952 
1953 
1953 
1954 
1954 
1955 
1955 
1956 
1956 
1957 
1957 
1958 
1958 
1959 
1959 
1960 
1960 
1961 
1961 
1962 
1962 
1963 
1963 
1964 
1964 



Seauential Ex~ort ~ ~ 

Fishing season 
year season' number 

Commercial discrepancy Reported 
! unreported3 ~ecreational' illlegals 

Unreported Maori 
illegal6 customary7 



Sequential Export 
Fishing season 
year season1 number 

Commercial discrepant Y Reported 
unreported ~ecreationa? i111ega15 

Unreported Maori 
illegal6 customar$ 

1 I=autumn/winter season; 2=spring/summer season 
* These are the total reported commercial catches from catch statistics. Seasonal splits calculated as reported in 

Section 3.2.6. The size liits are applied to this catch category. 
The estimates for unreported export discrepancies are calculated kom a comparison of total reported 
commercial catch with published export statistics (Breen 1991). The appropriate seasonal splits and size limits 
are applied to this category. 

4 Recreational catch for 1945 was set to 20% of the best estimate in 1979. This value is then increased linearly 
to 100% which is assumed to be reached in 1980. The best estimate of recreational catch estimate is the mean 
of all available recreational catch estimates in numbers of lobster. The conversion to catch in weight is based 
on 1993-96 commercial logbook data. The seasonal split was obtained by assuming a 90%:10% split between 
the springlsummer and autumdwinter fisheries. Size limits were applied to this category. 
This is the hction of illegal catch which is thought to have been processed through normal legal channels by 
the Miistry of Fisheries Compliance Unit. This value is subtracted fiom the total reported commercial catch 
when calculating the total legal catch in order to avoid double counting of catch. This value has only been 
estimated in the most recent years (1996) and this hction has been applied retrospectively to the period of 
illegal catch estimates. Size limits were applied to this catch. 
This is the remaining fraction of illegal catch which is thought to have been processed through other channels 
by the Ministry of Fisheries Compliance Unit. No size limit is applied to this catch category. The total illegal 
catch is the sum of these two illegal components. 

1 Maori customary catches have been set to a constant level of 10 t per year, estimated by the Ministry of 
Fisheries. No size limits are applied to this category and a 10%:90% (autundwinter - springlsummer) 
seasonal split has been used. 



Table B2: Recent CPUE biomass indices and associated standard errors, historical CPUE biomass 
indices, settlement indices and male and female size limits used for the CRA 1 assessment. 

Sequential CPUE Male Female 
Fishmg season biomass ' 3 Historical Settlement size size Recruitment 
year season' number indices2 CPUE indices limit limit period7 

1945 1 1 0 0 0 0 0 0 0 

1945 2 2 0 0 0 0 0 0 0 

1946 1 3 0 0 0 0 0 0 0 

1946 2 4 0 0 0 0 0 0 0 

1947 1 5 0 0 0 0 0 0 0 
1947 2 6 0 0 0 0 0 0 0 
1948 1 7 0 0 0 0 0 0 0 
1948 2 8 0 0 0 0 0 0 0 
1949 1 9 0 0 0 0 0 0 0 
1949 2 10 0 0 0 0 0 0 0 
1950 1 1 I 0 0 0 0 47 49 0 
1950 2 12 0 0 0 0 47 49 0 

1951 1 13 0 0 0 0 47 49 0 
1951 2 14 0 0 0 0 47 49 0 
1952 1 15 0 0 0 0 51 53 0 
1952 2 16 0 0 0 0 51 53 0 
1953 1 17 0 0 0 0 51 53 0 
1953 2 18 0 0 0 0 51 53 0 
1954 1 19 0 0 0 0 51 53 0 
1954 2 20 0 0 0 0 51 53 0 
1955 1 2 1 0 0 0 0 51 53 0 
1955 2 22 0 0 0 0 51 53 0 
1956 1 23 0 0 0 0 51 53 0 
1956 2 24 0 0 0 0 51 53 0 
1957 1 25 0 0 0 0 51 53 0 
1957 2 26 0 0 0 0 51 53 0 
1958 1 27 0 0 0 0 51 53 0 
1958 2 28 0 0 0 0 51 53 0 
1959 1 29 0 0 0 0 53 58 0 
1959 2 30 0 0 0 0 53 58 0 
1960 1 31 0 0 0 0 53 58 1 
1960 2 32 0 0 0 0 53 58 1 
1961 1 33 0 0 0 0 53 58 1 
1961 2 34 0 0 0 0 53 58 1 
1962 1 35 0 0 0 0 53 58 1 
1962 2 36 0 0 0 0 53 58 1 
1963 1 37 0 0 42.2 0 53 58 2 
1963 2 38 0 0 57.2 0 53 58 2 
1964 1 39 0 0 49.4 0 53 58 2 
1964 2 40 0 0 104.5 0 53 58 2 
1965 1 4 1 0 0 42.2 0 53 58 2 
1965 2 42 0 0 98.9 0 53 58 2 
1966 1 43 0 0 43.2 0 53 58 3 
1966 2 44 0 0 55.7 0 53 58 3 
1967 1 45 0 0 33.4 0 53 58 3 
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Sequential CPUE 
Fishing season 
year ~eason' number 

biomass o' 3 

indices2 CPUE ' 
70.3 
31.3 
44.0 
36.8 
45.2 
35.9 
64.6 
38.9 
47.4 
20.2 
21.9 
14.9 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

112 

Male Female 
Historical Settlement size size Recruitment 

limit limit period7 indices 



Fishing season 
year season' number 
1991 2 94 
1992 1 95 
1992 2 96 
1993 1 97 
1993 2 98 
1994 1 99 
1994 2 100 
1995 1 101 
1995 2 102 
1996 1 103 
1996 2 104 
1997 1 105 
1997 2 106 
1998 1 107 
1998 2 108 
1999 1 109 
1999 2 110 
2000 I 11 1 
2000 2 112 
2001 1 113 
2001 2 114 

Sequential CPUE , 
biomass 0 3 

indices2 

Male Female 
Historical Settlement size size Rec~itment 
CPUE indices * limit limit period7 

~ ~ 

' l=aurumn/winter season; 2=spring/summer season 
These CPUE indices are standardised CPUE indices calculated from commercial catch and effort data scaled to 
the geometric mean of the raw indices to preserve the units of kg per potlift 
Standard error of the CPUE estimates for each period after process error has been added 
' Unstandardised CPUE indices in kg per day from Annala & King (1983) 
5 No settlement indices from this area 

In units of TW (mm) converted using parameters provided in Table 4. 
Recmitment deviations were calculated as an average over a specified number of periods. This flag shows the 
periods over which average recruitment deviation parameters were calculated 



8.2 CRA 2 data 

Table B3: Catch data in kilograms used for the CRA 2 assessment. Catches are reported by calendar 
year through 1978, then are reported by fishing year (1 April to 31 March, named by the April-December 
year). 

Sequential 
Fishing season 
year season' number 
1945 1 1 
1945 2 2 
1946 1 3 
1946 2 4 
1947 1 5 
1947 2 6 
1948 1 7 
1948 2 8 
1949 1 9 
1949 2 10 
1950 1 11 
1950 2 12 
1951 1 13 
1951 2 14 
1952 1 I5 
1952 2 16 
1953 1 17 
1953 2 18 
1954 1 19 
1954 2 20 
1955 1 2 1 
1955 2 22 
1956 1 23 
1956 2 24 
1957 1 25 
1957 2 26 
1958 1 27 
1958 2 28 
1959 1 29 
1959 2 30 
1960 1 31 

1960 2 32 
1961 1 33 
1961 2 34 
1962 1 35 
1962 2 36 
1963 1 37 
1963 2 38 
1964 1 39 
1964 2 40 
1965 1 41 
1965 2 42 

Export 
Commercial discrepancy 
reported2 unreported3 
56 374 0 
80 388 0 
48 186 0 
68 712 0 
53 463 0 
76 238 0 
87 492 0 
124 763 0 
81 713 0 
116522 0 
86 194 0 
122912 0 
78 823 0 
112401 0 
73 734 0 
105 144 0 
78 697 0 
112222 0 
61 797 0 
88 123 0 
63 954 0 
91 198 0 
65 923 0 
94 005 0 
5 1 945 0 
74 074 0 
63 891 0 
91 109 0 
79 283 0 
113058 0 
68 855 0 
98 187 0 
81 985 0 
116910 0 
83 744 0 
119418 0 
105 017 0 
145 983 0 
135770 0 
164230 0 
114642 0 
175 358 0 

Reported 
i111ega15 
588 
838 
503 
717 
558 
795 
912 
1 301 
852 
1215 
899 
1282 
822 
1 172 
769 
1 097 
82 1 
1 170 
645 
919 
667 
95 1 
688 
980 
542 
773 
666 
950 
827 
1 179 
718 
1 024 
855 
1219 
873 
1245 
1 095 
1 523 
1416 
1713 
1 196 
1 829 

Unreported Maori 
illegal6 customary7 
9 760 1 000 
13 918 9000 
8 342 1 000 
11 896 9 000 
9 256 1 000 
13199 9000 
15147 1000 
21600 9000 
14147 1000 
20 173 9 000 
14923 1000 
21 280 9000 
13 647 1000 
19460 9000 
12 766 1000 
18204 9000 
13 625 1000 
19429 9 000 
10699 1000 
15 257 9 000 
11 072 1 000 
15 789 9000 
11413 1000 
16 275 9 000 
8 993 1 000 
12 824 9 000 
11 061 1 000 
15 774 9 000 
13 726 1000 
19 574 9 000 
11 921 1 000 

16 999 9 000 
14194 1000 
20 240 9 000 
14499 1000 
20 675 9 000 
18182 1000 
25 274 9000 
23 506 1000 
28433 9000 
19 848 1000 
30 360 9000 



Fishing 
Year 
1966 
1966 
1967 
1967 
1968 
1968 
1969 
1969 
1970 
1970 
1971 
1971 
1972 
1972 
1973 
1973 
1974 
1974 
1975 
1975 
1976 
1976 
1977 
1977 
1978 
1978 
1979 
1979 
1980 
1980 
1981 
1981 
1982 

1982 
1983 
1983' 
1984 
1984 
1985 
1985 

1986 
1986 
1987 
1987 
1988 
1988 
1989 
1989 

Sea 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 

2 
1 
2 
1 
2 
1 

2 
1 
2 
1 
2 
1 
2 
1 
2 
1 

2 
1 
2 
1 
2 
1 

2 
1 

2 
1 
2 
1 
2 
1 

2 

Sequential 
season 

son' number 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 

76 
77 
78 
79 
80 
8 1 
82 

83 
84 
85 
86 
87 
88 
89 
90 

Commercial 
reportedZ 
117 819 
190 181 
121 558 
222 442 
116035 
240 965 
I26 891 
187 109 
65 798 
152 202 
60 323 
132 677 
67 730 
142 270 
62 943 
121 057 
50 351 
104 649 
44 829 
93 171 
46 778 
97 222 
64 645 
134 355 
77 928 
161 964 
86 524 
206 662 
172 593 
280 036 
120 608 
270 797 
109 676 
217 493 
83 995 
190 626 
92 134 
178 128 
88 535 
249 149 
79 815 

186 503 
71 569 
153 105 
83 233 
138 948 
94 371 
158 339 

Export 
discrepancy 
unreported3 ~ecreational~ 
0 8 513 
0 76 614 
0 8 801 
0 79211 
0 9 090 
0 81 808 
0 9 378 
0 84 405 
0 9 667 
0 87 002 
0 9 955 
0 89 599 
0 10 244 
0 92 196 
0 10 533 
0 94 794 
0 10 821 
0 97 391 
0 11 110 
0 99 988 
0 11 398 
0 102 585 
0 11 687 
0 105 182 
0 11 975 
0 107 779 
0 12 264 
0 110 376 
0 12 264 
0 1 I0 376 
0 12 264 
0 l I0 376 
0 12 264 

0 l I0 376 
0 12 264 
0 110 376 
0 12 264 
0 110 376 
0 12 264 
0 1 I0 376 
0 12 264 

0 1 I0 376 
0 12 264 
0 1 I0 376 
0 12 264 
0 110 376 
0 12 264 
0 110 376 
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Reported 
i111ega15 
1 229 
1 983 
1 268 
2 320 
1210 
2 513 
1 323 
1951 
686 
1 587 
629 
1 384 
706 
1 484 
656 
1263 
377 
783 
635 
1321 
53 1 

1 103 
971 
2 017 
1 144 
2 377 
387 
924 
1 009 
1 638 
245 
549 
331 

657 
362 
822 
470 
908 
412 
1161 
530 

1238 
625 
1 337 
987 
1 647 
1 234 
2 071 

Unreported Maori 
illegal6 customary7 
20398 1000 
32 926 9000 
21 045 1 000 
38511 9000 
20089 1000 
41 718 9000 
21 969 1 000 
32 394 9000 
11391 1000 
26 351 9000 
10 444 1 000 
22 970 9 000 
11 726 1000 
24631 9000 
10897 1000 
20958 9000 
6 254 1 000 

12 998 9000 
10 548 1 000 
21 922 9 000 
8 807 1 000 
18304 9000 
16112 1000 
33 487 9 000 
18986 1000 
39 460 9000 
6 420 1 000 

15 333 9000 
16 754 1000 
27184 9000 
4 061 1000 
9 118 9 000 
5 502 1 000 

10911 9000 
6 009 1 000 

13 637 9000 
7 800 1 000 
15 080 9000 
6 846 1 000 

19 266 9 000 
8 795 1 000 

20 551 9000 
10378 1000 
22 201 9 000 
16381 1000 
27346 9000 
20492 1 000 
34 383 9000 



Sequential Export 
Fishing season Commercial discrepancy Reported 
year season' number reported2 unreported3 ~ecreational~ illlegal' 

Unreported Maori 

' I=autumn/winter season: 2=s~rindsummer season 
2 

. & -  

These are the total reported commercial catches from catch statistics. Seasonal splits calculated as reported in 
Section 3.2.6. The size limits are applied to this catch category. 
The estimates for unreported export discrepancies are calculated from a comparison of total reported 
commercial catch with published export statistics (Breen 1991). The appropriate seasonal splits and size limits 
are applied to this category. 
Recreational catch for 1945 was set to 20% of the best estimate for 1979. This value is then increased linearly 
to 100% which is assumed to be reached in 1980. The best estimate of recreational catch estimate is the mean 
of all available recreational catch estimates in numbers of lobster. The conversion to catch in weight is based 
on 1993-96 commercial logbook data. The seasonal split was obtained by assuming a 90%:10% split between 
the springlsummer and autumnlwinter fisheries. Size limits were applied to this category. 
This is the fraction of illegal catch which is thought to have been processed through normal legal charnels by 
the Ministry of Fisheries Compliance Unit. This value is subtracted from the total reported commercial catch 
when calculating the total legal catch in order to avoid double counting of catch. This value has only been 
estimated in the most recent years (1996) and this fraction has been applied retrospectively to the period of 
illegal catch estimates. Size limits were applied to this catch. 

6 This is the remaining fraction of illegal catch which is thought to have been processed through other channels 
by the Ministry of Fisheries Compliance Unit. No size limit is applied to this catch category. The total illegal 
catch is the sum of these two illegal components. 

7 Maori customary catches have been set to a constant level of 10 t per year, estimated by the Ministry of 
Fisheries. No size limits are applied to this category and a 10%:90% (autumn/winter - spring/summer) 
seasonal split has been used. 



Table B4: Recent CPUE biomass indices and associated standard errors, historical CPUE biomass 
indices, settlement indices and male and female size limits used for the CRA 2 assessment. 

Sequential CPUE Male Female 
Fishing season biomass ,I 3 Historical Settlement size size Recruitment 
year season' number indices2 CPUE indices limit limit period7 
1945 1 1 0 0 0 0 0 0 0 
1945 2 2 0 0 0 0 0 0 0 
1946 1 3 0 0 0 0 0 0 0 
1946 2 4 0 0 0 0 0 0 0 
1947 1 5 0 0 0 0 0 0 0 
1947 2 6 0 0 0 0 0 0 0 
1948 1 7 0 0 0 0 0 0 0 
1948 2 8 0 0 0 0 0 0 0 
1949 1 9 0 0 0 0 0 0 0 
1949 2 10 0 0 0 0 0 0 0 
1950 1 11 0 0 0 0 47 49 0 
1950 2 12 0 0 0 0 47 49 0 
1951 1 13 0 0 0 0 47 49 0 
1951 2 14 0 0 0 0 47 49 0 
1952 1 15 0 0 0 0 51 53 0 
1952 2 16 0 0 0 0 51 53 0 
1953 1 17 0 0 0 0 51 53 0 
1953 2 18 0 0 0 0 51 53 0 
1954 1 19 0 0 0 0 51 53 0 
1954 2 20 0 0 0 0 51 53 0 
1955 1 2 1 0 0 0 0 51 53 0 
1955 2 22 0 0 0 0 51 53 0 
1956 1 23 0 0 0 0 51 53 0 
1956 2 24 0 0 0 0 51 53 0 
1957 1 25 0 0 0 0 51 53 0 
1957 2 26 0 0 0 0 51 53 0 
1958 1 27 0 0 0 0 51 53 0 
1958 2 28 0 0 0 0 51 53 0 
1959 1 29 0 0 0 0 53 58 0 
1959 2 30 0 0 0 0 53 58 0 

1960 1 31 0 0 0 0 53 58 1 
1960 2 32 0 0 0 0 53 58 1 
1961 1 33 0 0 0 0 53 58 1 
1961 2 34 0 0 0 0 53 58 1 
1962 1 35 0 0 0 0 53 58 1 
1962 2 36 0 0 0 0 53 58 1 
1963 1 37 0 0 37.61 0 53 58 2 
1963 2 38 0 0 39.40 0 53 58 2 
1964 1 39 0 0 41.00 0 53 58 2 
1964 2 40 0 0 41.24 0 53 58 2 
1965 1 41 0 0 34.72 0 53 58 2 

1965 2 42 0 0 36.78 0 53 58 2 
1966 1 43 0 0 35.79 0 53 58 3 
1966 2 44 0 0 40.66 0 53 58 3 
1967 1 45 0 0 39.43 0 53 58 3 
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Sequential CPUE 
Fishing season 
year season' numbel 

biomass o13 

indices2 

Male Female 
Historical Settlement size size Recruitment 
CPUE ' indices ' limit limit period7 



Sequential CPUE 
Fishing season biomass 3 

year season' number indicesZ 

Male Female 
Historical Settlement size size Recruitment 
CPUE indices limit limit period7 

' l=auWwin te r  season; 2=spring/summer season 
2 These CPUE indices are standardised CPUE indices calculated from commercial catch and effort data scaled to 

the geometric mean of the raw indices to preserve the units of kg per potlift 
Standard error of the CPUE estimates for each period after process error has been added. 
Unstandardised CPUE indices in kg per day from Annala & King (1983) 
NO settlement indices f?om this area 
In units of TW (mm) converted using parameters provided in Table 4. 
' Recmihnent deviations were calculated as an average over a specified number of periods. This flag shows the 

periods over which average recruitment deviation parameters were calculated 


