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EXECUTIVE SUMMARY

Starr, P.J.; Bentley, N.; Breen, P.A.; Kim, S.W, (2003).
Assessment of red rock lobsters (Jasus edwardsii) in CRA 1 and CRA 2 in 2002.

New Zealand Fisheries Assessment Report 2003/41. 119 p.

A revised length-based model for assessing New Zealand lobster stocks is described. The model
simulates recruitment, growth, natural mortality, and fishing mortality in 6-month seasons from 1945,
The fishing model includes differential vulnerability for each of males, immature and mature females
based on size, and season. This model is driven by estimated catches (commercial, recreational, Maori
customary, and illegal) and was applied to relative abundance and proportion-at-length data from the
CRA 1 and CRA 2 fisheries. These two areas were assessed separately because patterns in catch per
unit of effort (CPUE) were substantially different.

The assessment was based on Bayesian techniques. Markov chain-Monte Carlo simulations were used
to estimate the marginal posterior distributions of parameters and indicators. Sensitivity trials were
based on both the modes of joint posterior distributions and the marginal posteriors for a more limited
number of trials.

The model appeared to behave reasonably well in the assessment. For the CRA 1 assessment, iterative
re-weighting was used successfully to find a base case, but for CRA 2 additional weight had to be
applied to the CPUE data to obtain a satisfactory fit.

For both stocks, the current vulnerable biomass is above that in a reference period, 1979-88. Under
the assumptions of the projections-constant catches at the current levels, constant seasonal
distributions of catches at the current levels, and recruitments resampled from the past decade-
biomass appears likely to remain near the current level. For both stocks, but especially for CRA 2,
these projections are uncertain, and stocks could either increase or decrease. Additional uncertainty is
caused by the poor estimates of current non-commercial catches and their historical patterns.



1.  INTRODUCTION

The spiny lobster Jasus edwardsii supports the most valuable inshore fishery in New Zealand, with
annual exports worth over $100 million. Continuing sustainability and optimum use of this fishery are
major management goals. For a literature review of New Zealand J. edwardsii, see Breen & McKoy
(1988); for fishery descriptions see Annala (1983) and Booth & Breen (1994); for recent management
details see Annala et al. (2001) and Booth et al. (1994). Recent assessments were described by
Bentley et al. (2001) and Breen et al. (2002).

The commercial fishery (an inshore trap or pot fishery in the areas described here) has been managed
since 1990 with a system of individual transferable quotas (ITQs). Before this was introduced in
1990, the fishery was managed primarily by “input control” methods. These included minimum legal
sizes {MLS), recreational bag limits, protection of ovigerous females and soft-shelled lobsters, and
some local closures. In 1990, the fishery was brought into the Quota Management System (QMS), but
the input controls (size limits, protection of berried females, some spatial and seasonal restrictions)
were retained. Ten Quota Management Areas (QMAs), each with a separate Total Allowable
Commercial Catch (TACC), were put in place in 1990. The revision to the Fisheries Act in 1996 also
requires the Minister to set a Total Allowable Catch (TAC) which includes all known sources of
fishing mortality, including commercial catch, recreational catch, Maori customary catch, illegal catch,
and fishing-related mortality.

The Fisheries Act 1996 requires that New Zealand Fishstocks be managed so that stocks are
maintained at or above By, the biomass associated with the maximum sustainable yield (ASY). The
Ministry of Fisheries (MFish) annually advises the Minister of Fisheries whether stocks are at or
above Bysy and whether current TACs and TACCs are sustainable and likely to move stocks toward
Busy. The work described here was conducted by fisheries scientists under contract to the New
Zealand Rock Lobster Industry Council (RLIC), which in turn was contracted by MFish, to provide an
assessment for northern substock, NSN, comprising areas CRA 1 (Northland) and CRA 2 (Bay of
Plenty) fishstocks. Conduct of the work throughout was described to and discussed by the Rock
Lobster Fishery Assessment Working Group (RLFAWG), comprising representatives from MFish and
all stakeholder groups.

Length-based models of the type described by Punt & Kennedy (1997) have been used since 1998 to
assess rock lobsters in New Zealand. For fished populations that cannot be aged, length-based models
are becoming widely used. The model used here models growth with a transition matrix that has no
reference to “age™ except at the recruitment phase. In this structure it is comparable with the approach
of Bergh & Johnston (1992) for South African rock lobsters (Jasus lalandii), Sullivan et al. (1990) for
Pacific cod (Gadus macrocephalus), Zheng et al. (1995) for Alaskan king crabs (Paralithodes
camtschaticus), and Breen et al. (2001a) for the New Zealand abalone (Haliotis iris). The heart of
such models is a stochastic growth transition matrix that calculates the probabilities that animals of a
given length will grow into a vector of possible future lengths.

The specific model used in this study was first written for the 1999 assessment (Breen et al. 2001b) of
the NSS stock (CRA 1 and CRA 2) and the combined CRA 4 and CRA 5 stock. The model was
revised for the 2000 assessment as described by Bentley et al. (2001), and revised again for the 2001
assessment after an extensive review (Breen et al. 2002). Revisions to dynamics were made for this
study as described below.

The assessment uses Bayesian techniques to improve the representation of uncertainty in the
assessment (see Punt & Hilborn 1997 for a discussion of Bayesian techniques and their use in fisheries
stock assessments). These techniques are becoming standard tools in this field (e.g., McAllister et al.
1694, Meyer & Millar 1999).

The model is fitted to four data sets: standardised catch per unit of effort (CPUE), historical catch rates
(CR), proportions-at-size from catch sampling and voluntary logbook programmes, and growth
increments from tag-recapture programmes.



This report describes the revised size-based model, describes and lists the data used for the CRA 1 and
CRA 2 assessments, and presents and discusses the assessment results.

2. ASSESSMENT MODEL

Two seasons are defined in this model: “autumn-winter” (AW) from 1 April to 30 September, and
“spring-summer” (SS) from 1 October tp 31 March.

The 2002 assessment of CRA 1 and CRA 2 used a revision of the model described by Breen et al.
(2002). Much of the model structure and dynamics are based on a similar model developed for the
rock lobster fishery in Tasmania by Punt & Kennedy (1997). This model has been revised in some
respects each year since being developed. The revised model is described in general terms in this
section, and full details are provided in Appendix A. Major changes made to the model were as
follows.

) The coefficient of variation (c.v.) of the expected growth increment was changed to a sex-
specific parameter (CV¥).
° The catch dynamics were changed to operate in two parts during each 6-month period so that

proportions-at-fength could be calculated from the mid-season fength structure. The dynamics
of the SL and NSL fisheries were improved in doing this.

The total fishery comprises four elements—the commercial and recreational sectors are governed by the
minimum legal sizes (MLS) and restrictions on landing berried females. These two fisheries together

are called the SL fishery (fishery bound by the size limits) and the catch is called C*. The Maori
customary and illegal fisheries are not bound by the regulations; together we call them the NSL fishery

and estimate the catch as C*% .

2.1 Dynamics

Only the sections affected by changes are described here. For a detailed description of the model’s
operation, see Appendix A.

2.1.1 Growth

The moult-based growth model used in 2000 was retained. After experimentation with growth
estimates based on the male and female tagging data sets alone, we made the c.v. of expected growth
increments a different parameter for males and females.

2.1.2 Catch dynamics

The model now removes half the catch to obtain the mid-season length structure and then removes the
other half. The steps involved in the catch dynamics are:

. calculating the biomass of fish in the SL fishery {males above the MLS, immature females
above the MLS, and mature females above the MLS in the spring-summer season only),

o calculating the biomass of fish in the NSL fishery (males below the MLS, immature females
below the MLS, and mature females above the MLS in the autumn-winter season only),

o calculating the proportion of NSL catch to be taken from each of the SL and NSL biomass
components during the period,

. summing the catches from the SL and NSL biomass components,
7



e calculating provisional exploitation rates for the biomass components during the period,

. if necessary, reducing the exploitation rates and catches after considering the maximum
allowable exploitation rate, Uy,

. calculating handling mortality rate from the exploitation rate exerted by the SL fishery,

. removing half the catches from the population numbers vectors,

o re-calculating biomass and exploitation rates, and

J removing the second half of the catch.

Natural mortality, growth, recruitment, and maturation all occur (in that order) after the catch
dynamics.

2.2 Model fitting

Mode! parameters are estimated by minimising a total negative log-likelihood function, which is the
sum of the negative log-likelihood components from each data set, the negative log of the prior
probabilities of estimated parameter values, and penalty functions.

For each data element in each data set, o, the standard deviation of a common error component

used in the likelihood component, was calculated as

—_— I
Oy :cro-j/wk

where j indexes the elements within a data set and & indexes data sets, & is the component common to
all data sets and estimated by the model, &’ is the standard deviation associated with the jth element

of the data set, and @, is the relative weight assigned to the data set.

Likelihood of the fit between observed and predicted proportions-at-size, normalised across males,
immature females and mature females, was calculated with a revised normal function. This replaced
the robust formulation proposed by Fournier et al. (1990), which was not a true likelihood and for which
the standard deviation could not be estimated. We experimented with a mixture likelihood but settled on
that described by Eq. 40. It has the desired property that the standard deviation of standardised residuals
is 1.0 when only the length frequency data are fitted, and it gives most weight to the larger proportions
and least to the smallest.

All other likelihoods and prior probabilities were described by Bentley et al (2001).

2.3 Markov chain-Monte Carlo simulations

After obtaining the best fit, or mode of the joint posterior distribution (MPD), by minimising the total
function value, we used Bayesian estimation procedures to estimate uncertainty in model parameters,
quantities, and projected quantities. Posterior distributions for parameters and quantities of interest
were estimated using a Markov Chain-Monte Carlo procedure (McMC). The posteriors were based on
4950 samples selected from one chain for CRA 1, based on 3 million simulations, and from 990
samples from each of five chains of 600 000 McMC simulations for CRA 2. The CRA 1 chain was
started from the MPD. This was then split into five psuedo-chains for diagnostics. The five chains for
CRA 2 were started from five different parameter vectors as follows. One chain was started from the .
MPD. A likelihood profile was run on the recruitient parameter, In(R0), using the AD Model Builder

function that saves parameter vectors at intervals along the profile. We chose the parameter vectors
from plus and minus 1.5 and 3.0 standard deviations away from the best estimate of In(R0) and started

3



four chains from those parameter vectors. After diagnostics described in the resuits, we discarded the
first 10 samples from each chain and combined the chains.

2.4 Projections

From each of the 5000 samples for each area, we made 5-year projections, encompassing the 2002-03
to 200607 fishing years, under the assumptions that commercial catches would equal the current
TACC and that other catches would remain the same as their 2001 levels during the projection. For
CRA 1 these catches were 178 t and 82 t for the SL and NSL catches respectively; for CRA 2 they
were 354 t and 98 t. Projected recruitments for the years 19982007 were randomly re-sampled from
the estimated model recruitments from the period 1988-97.

2.5 Fishery indicators

The RLFAWG agreed to use the following fishery indicators as measures of the status and risk for
each stock unit that was assessed. Vulnerable biomass was defined as the biomass available to the
commercial and recreational fisheries (the SL fisheries): it is the biomass of individuals above the
MLS after selectivity-at-length, protection of berried females and seasonal vulnerability are taken into
account. Recruited biomass was defined as the biomass of all individuals above the MLS. We used
the biomass as the start of the fishing year.

BVULN/BVULN .43
BVULN,/BVULN,;
BVULNyBVULN=g.34
UNSLy; aw

USLoz aw

UNSLos aw

USLgs aw

AR s e

The period 1979-88 was chosen as a reference period after inspecting some early model fits. It was
the earliest period where there were good data available from which to estimate biomass, and biomass
was relatively stable despite increasing catches during this period. Although not ideal, this period is
defensible as a period of relative stability in this fishery. Biomass in this reference period is neither a
target nor a limit reference point, but is simply a useful reference level that history appears to have
proven safe.

Current vulnerable biomass, BVULN,,, is defined as the beginning season vulnerable biomass on
1 April 2002, the beginning of the autumn-winter season for the 2002-03 fishing season. It is

calculated from B, (see Appendix A), where period 115 is the AW season in 2002 (Table B1).

Similarly, projected vulnerable biomass BVULN,; is defined as the beginning season vulnerable
biomass on 1 April 2007, the beginning of the autumn-winter season for the 2007-08 fishing season,

and calculated as B . The reference period biomass, BVULN.gs, is calculated as the mean of the
AW values (odd-numbered periods) for By through B:.f' .

USLy; 4w is the exploitation rate for catch taken from the SL vulnerable biomass in the autumn-winter
season of 2002-03, B . It is calculated as U,S:‘s (see Appendix A), and USLys 4w is the exploitation
rate for catch taken from the SL vulnerable biomass in the autumn-winter season of 200607, the last
year of projections, and calculated as UIS;;. UNSLgz aw and UNSLs 4w are similarly defined except
that they describe the exploitation rate for catch taken from the biomass vulnerable only to the NSL
fishery, B3 and B, and are calculated as U}\s- and Us" .



2.6 Sensitivity trials
2.6.1 MPD sensitivity trials

Sensitivity of the MPD results were examined to see which, if any, data sets were inconsistent with
other data sets, and to explore the effects of other modelling choices.

We ran sensitivity trials, obtaining alternative MPD results, by:

U re-weighting the four data sets — CPUE, CR, tags and proportions-at-length — one at a time;

. fitting to alternative series of assumed NSL catches;

. estimating the right-hand limb of the selectivity-at-length;

o assuming that maximum vulnerability occurs in AW for males, and estimating other sex-and
season-specific vulnerabilities relative to that;

. using separate selectivity curves for the years before 1993; and

° estimating the power in the CPUE-biomass relation.

To make arbitrary alternative sets of catches, we assumed that illegal, Maori customary, and
recreational catches were 1.5 and 2.0 times their agreed values: constant at 230 t after 1978 (high
illegal), or 40 t (low illegal); and in one trial we changed the historical pattern of recreational catches.

2.6.2 McMC sensitivity trials

Three sensitivity trials were made, two in CRA 1 and one in CRA 2, involving full McMC runs.
These were made after examining the results of MPD sensitivity trials for each area and are described
below in the results.

2.7 Retrospective analysis

Retrospective analysis is a way of testing the predictive ability of a model/data combination.
Prediction is the only scientific test of a model, but true predictive testing would take years, in which
time both technology and statistical state-of-the-art would have moved ahead, making the model
obsolete. A common approach (National Research Councii 1998) is “retrospective” analysis, in which
the model’s estimates at some time in the past are tested by removing data from one year a time. If the
biomass trajectory is sensitive to this, then the model’s predictive power is suspect.

For each area, we removed CPUE and proportions-at-length data, one year at a time, from the years
2000, 1999, 1998, 1997, 1996 and 1995. Tagging data were not removed - most of the tagging data
are from before this period. In each trial, we estimated the MPD results and examined the trajectory of
biomass.

3. ASSESSMENT MODEL INPUTS

A summary of all the data and the data sources used in the CRA 1 and CRA 2 stock assessments is
provided in Table 1. A discussion of these data and their sources is provided below,

3.1 Fishing years and seasons

The model simulation begins in 1945, the first year for which catch data are available. Until 1979,
catch data were collated by calendar year. From 1979, catch, catch rate, and size frequency data are

10



summarised by fishing year, spanning the period 1 April to 31 March. Fishing years are labelled using
the first calendar year in each pair (for example, the 1996-97 assessment year which covers the period
1 April 1996 to 31 March 1997 is labelied as “1996).

3.2 Catches

The assessment model requires annual values of the catch taken under existing regulations (the MLS
and protection of berried females) and the catch taken without reference to existing regulations. These

two catch categories are referred to as SL and NSL catches respectively, C*and C*** . Five types of
catch were considered when collating SL, and NSL catch totals by season.

3.2.1 Reported commercial catch

From 1945 to 1978, reported annual commercial catches were obtained from Breen & Kendrick
(1998). Beginning on 1 January 1979, catches were taken from data compiled by the Fisheries
Statistics Unit (FSU) and held by the Ministry of Fisheries. Three months of catch pertaining to 1
January 1979 to 31 March 1979 were added to the annual catch for 1978 to effect the change from
calendar year to fishing year. From 1 April 1979 to 31 March 1986, catch totals from the FSU were
used to calculate catch by fishing year. Beginning 1 April 1986, catch totals by fishing year were
obtained from Quota Management Returns (QMRs) maintained by the Ministry of Fisheries. QMR
catches were not available by QMA for the 1986-87 and 198788 fishing years. Therefore, the catch
proportions from each by QMA from the FSU catch data for those fishing years were used to
apportion the total New Zealand QMR catches into QMA totals. These catches were assigned to the
SL catch category.

3.2.2 Unreported catch

Estimates of unrecorded commercial catch were made for the calendar years 1974-80 by comparing
reported catches with export weights and assigning the discrepancy to stocks in proportion to the

reported commercial catch (Breen 1991). These catches were assigned to the C™~ and handled as
described below.

Attempts to use more recent export data in this way were foiled because recent export data are
available only in gross weight and include the packaging.

3.2.3 Recreational catch

As in previous assessments, the RLFAWG agreed to assume that the 1945 recreational catches were
20% of current levels and that they increased at a constant rate until 1980, then remained constant at
current levels. Levels of recreational catch were estimated using the best estimate of mean weight

available at the time of the survey. These catches were assigned to C**.

The method used to calculate the recreational catch weight used mean weights from the logbook or
catch sampling data and the estimated number of lobsters caught by the recreational fishery. The best
estimates of current catch are estimates of numbers taken from 1994 and 1996 (see Teimey et al.
1997). The values used for each area are shown in Table 2.

11



3.2.4 Maori customary catch

The Ministry of Fisheries provided an estimate of 20 t for the Maori customary catch in CRA 1 and
CRA 2 combined. The stock assessment used a constant Maori customary catch of 10 t for each area.

year. These catches were assigned to C™

3.2.5 lllegal catch

For the years 197480, the unreported catch estimates (Section 3.2.2) were used as estimates of illegal
catch. By agreement with the RLFAWG we used the average relation between the commercial
catches and the unreported catches to estimate illegal catches for 1945-73. MFish provided estimates
of illegal catches for some years between 1979 and the present (Table 3). We interpolated the catches
between these years.

There are two categories of illegal catch. The first is the catch taken without regard to the existing
regulations but which is included in the legal catch totals. For instance, this category includes berried

females held illegally in pots until they released their eggs. These catches were assigned to C % The

second category comprises unreported catch and is assigned to C***. The first category must be
subtracted from the reported legal catch to avoid double counting,.

Estimates were partitioned by MFish between “reported” and “unreported” illegal catch only for the
1996-97 fishing year. These proportions were applied to all years. The RLFAWG members have
very little confidence in the estimates of illegal catch. However, because these figures cannot be
verified, the RLFAWG is not in a position to modify these estimates.

3.2.6 Seasonal division of catches

To divide catch data into seasonal periods for each area, from 1 April 1979 to the present we applied
the seasonal proportions from the FSU and Catch Effort Landing Returns (CELR: held by the Ministry
of Fisheries) data to the reported catches by fishing year. For the period 1973—78 the seasonal catch
data were not available, and the mean seasonal proportions for 1 April 1979 to 31 March 1982 were
applied. Monthly catch data from 1 January 1963 to 31 December 1973 were available for statistical
areas specific to CRA 3. These data were summarised by year by Annala & King (1983) and used to
calculate seasonal proportions for 1 April 1963 to 31 March 1973.

The recreational and Maori customary fisheries were split between the two seasons by assuming that
90% of these catches was taken during the spring-summer season. Hlegal catches were divided using
the same proportional split as the commercial fishery.

The SL and NSL catch data by season provided to the model are shown in Figure 1 and Figure 2 for
CRA 1 and CRA 2 respectively. During the first few years’ spring-summer season, there were no
NSL catches in both fisheries because there was no size limit at that time (but in the AW season,
mature females cannot legally be taken).

3.3 Regulation history
3.3.1 Conversion of total length and tail width regulations

Conversion formulae were used to convert MLS regulations and historical data to tail width
measurements. Sorenson (1970) provided conversion factors for total length to tail length in inches.
Breen et al. (1988) provided conversion factors for tail length to tail width, and conversion factors for
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carapace length to tail width are from the same study (Breen, unpub, data). Values used are shown in
Table 4.

3.3.2 MLS regulation history

Annala (1983) provided an overall summary of regulations in the New Zealand rock lobster fishery up
to 1982, including the timing of the introduction of minimum size limit regulation changes. Booth et
al. (1994) summarised the regulation changes after 1983. These regulations are summarised in Table
5; minimum legal sizes by period, as used by the model, are shown in Appendix B.

3.3.3 Escape gaps

Annala (1983} noted that, before June 1970, escape gaps were not used as a management measure in
New Zealand. Street (1973) also discussed the introduction of escape gaps, but concluded, on the
basis of limited sampling, that the escape gaps were not effective. Annala (1983) noted that the escape
gap size was set at 54 x 305 mm in all New Zealand with the exception of Otago. Escape gap
regulations were changed again in July 1993. We explored fitting separate selectivity functions for
two epochs: 1945-92 and 1993 to the present, as for the 2001 CRA 3 assessment (Breen et al. 2002),
but there are insuffictent data from before 1993 to support this approach; we used a single epoch and
we explored the change caused by a second epoch.

3.3.4 Prohibition on the taking of berried females

Historical information provided by Annala (1983) indicates that, from 1945 to the present, there is
only a two-year period (1950 & 1951) during which the taking of berried females was allowed by
regulation. This is a short period relative to the total model period, so the different regulation for these
two years was not addressed in the model.

3.4 Biomass indices

CPUE for the commercial fishery, in kg per pot-lift, is used as an index of biomass available to the
commercial fishery. Two sources of catch and effort data are available for CRA 1 and CRA 2: catch
and the number of potlifts from the FSU and CELR data bases held by the Ministry of Fisheries, and
catch and the number of days fished from historical monthly data held by NIWA.

3.4.1. ¥SU and CELR data

For CRA 1, standardised abundance indices were estimated from catch per potlift from statistical areas
901 to 904 plus 939 in the FSU and CELR databases. For CRA 2, areas 905 to 908 were used. The
different CPUE trends in CRA 1 and CRA 2 led us to make separate stock assessments for these two
areas, after discussion with the RLFAWG, rather than use combined data from the NSN. Seasonal
relative indices of catch rates are generated by standardising for month and statistical area (Maunder &
Starr 1995, Breen & Kendrick 1998).

These indices are made relative to a base season, which is defined as the season with the lowest
standard deviation in the absolute index. The coefficients for categorical variables (including annual
abundance indices) are presented as “canonical” indices to remove the dependence on the reference
coefficient (Francis 1999), with each coefficient calculated relative to the geometric mean ( 7 ) of the
series.

Full details were reported by Bentley et al. (2001). These indices are given in Appendix B.
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3.4.2 Historical data

Monthly catch and effort (days fishing) data from 1963 to 1973 were summarised by Annala & King
(1983). Monthly catch and effort data from this data set were used to calculate unstandardised catch
per day for each season from 1 Aprif 1963 to 31 March 1973 using the former statisticai areas 1, 2, and
12 for CRA | and former areas 3 and 4 for CRA 2. These results are reported in Appendix B.

3.5 Proportions-at-size
3.5.1 Structure of size frequency data

Tail width size frequency data from research sampling and from voluntary logbook programmes were
binned into 2 mm size classes from 30 to 92 mm. These limits spanned the size range of most lobsters
caught in the catch. Two-millimetre size classes were considered small enough to provide good
resolution in the model. The voluntary logbook programme measures lobsters with a precision of 1.0
mm while the research sampling precision is 0.1 mm. The measuring convention is to round down all
measured lengths, so 0.5 mm was added to each voluntary logbook measurement before binning to
avoid introducing bias to the calculated proportions-at-size.

3.5.2 Recent data

Estimates of the proportions-at-size were obtained from data summarised, for the research sampling
and logbooks separately, by area/month strata and weighted by the relative proportion of the
commercial catch taken in that stratum, the number of days sampled and the number of lobsters
measured (see Eq. 41-44).

3.5.3 Historical data

Some historical sampling data (from 1974 to 1978) were found for CRA 1 (K. George, NIWA, pers.
comm.). Some of these sets were market sampling and others were catch sampling. No historical data
were found from CRA 2. Measurements in carapace length were converted to tail width using sex-
and area-specific regressions (see Table 4). For market samples, we discarded the data from the first
size class above MLS to reduce the effect caused by morphological variation in carapace length vs tail
width near the MLS.

3.6 Tagging data

The main sources of tag recovery data are the RLIC tag recovery experiments (K. George, NIWA,
pers. comm.) and older sets of data in the historical database, for which measurements in carapace
length were converted to tail width using sex- and area-specific regressions (see Table 4).

Tag recovery data were handled as follows.
1.  For the RLIC tag recoveries, multiple recaptures were treated as separate and independent
release and recovery events.

2. Records were excluded in which a) dates were missing, b) the size at release or recapture was
missing, and c) the recorded sex at recapture was not the same as the sex at release.

3.  Records were automatically excluded if the apparent increment was less than -10 mm, but
records with smaller negative increments were retained.
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4.  Recoveries made in the same period as the release were excluded. They may be useful in
estimating the observation error of the growth increment, but this parameter is confounded with
other estimated growth parameters, and preliminary trials with only the tagging data suggested
this parameter could be fixed.

A summary of the data by sex and source is shown in Table 6. Each recovery event was summarised
in the data file by the sex, release and recovery periods, and release and recovery tail widths.

Because numbers of recaptures were so small from CRA 1, we used the combined data from CRA 1
and CRA 2 for the CRA 1 assessment, and used only the CRA 2 data for the CRA 2 assessment.

3.7 Parameter priors

For all parameters estimated, priors were set after discussions in the RLFAWG (Table 7). The basis
for each prior that was set other than uniform is outlined below.

An informative prior was placed on M, based on the presumption that the mean of this distribution was
reasonably well known from published studies of temperate lobsters. The standard deviation (0.4) was
determined after inspecting the prior.

Recruitment deviations were given a normal prior with bounds that cause recruitment muitipliers to
remain in the range 0.10 to 10.0. The normal prior on recruitment deviations implies a lognormal
distribution of recruitment. The mean for the prior on deviations was zero, with a c.v. of 0.4.

Priors for the points at which selectivity is maximum for males and females were given means equal to
the MLS.

3.8 Development of a base case

Structural and fixed values used in this assessment are shown in Table 8. For each estimated
parameter, the phase in which it was estimated, upper and lower bounds, prior, ¢.v., and initial values
are shown in Table 7.

For both areas, we started with relative weights, & , of 1 for each data set. We adjusted these relative

weights for all data sets until we obtained standard deviations of standardised residuals {(sdsdrs) close
to 1 for all data sets. For CRA 1 this approach gave a fit that was judged acceptable for all data sets,
and this became the base case.

For CRA 2 there was a tradeoff between the fits to CPUE and proportions-at-age. When the sdsdrs
were close to 1, the fit to CPUE was unacceptable. We abandoned the attempt to produce sdsdrs close
to 1, and adjusted the weights until we obtained an acceptable fit to the CPUE. Acceptability was
Jjudged on the ability of predicted CPUE to mimic the steep increase from 1993 to 1998 or so, and its
subsequent decline. The weights used and sdsdrs obtained are shown in Table 9. Other weights were
used in an exploration of the sensitivity of this procedure.

Recruitment deviations were estimated only for those years where information existed in the data -
from 1960 onwards. Deviations in the early years were applied to more than one year, as shown in
Appendix B.

An arbitrary standard deviation of 0.3 was used for all elements of the historical catch rate {CR) data
set.

Some parameters were fixed in the base case as follows.
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We did not estimate %, the exponent of the relation between CPUE and vulnerable biomass, but fixed
it to ! in the base case and tested this assumption in a sensitivity.

The standard deviation of growth observation error was not estimated, but was fixed near the value
obtained when the model was fitted to the tagging data only.

The second maturity parameter was fixed at a value obtained when fitting to the proportion-at-length
data only. When other data sets were used, this parameter tended to become unreasonably large.

Parameters describing the right-hand limb of the selectivity curves were fixed at values that gave a
nearly flat right-hand limb. This was to maintain conservatism: the model tendency was to estimate a
steeply declining right-hand limb, especially for males. The biological interpretation of this would be
that large lobsters are somehow behaviourally or spatially protected from the fishery. This
interpretation is dangerous to accept without external evidence. The consequences of fixing the right-
hand limb were explored in sensitivity trials.

4. ASSESSMENT RESULTS
41 CRA1
411 CRA1 5ase case MPD estimates

Results of the base case MPD estimation are shown in the first column of Table 10. The fit to
standardised CPUE is shown in Figure 3 and the residuals in Figure 4. The model fitted reasonably
well to the pattern of CPUE (Figure 3), but tended to underestimate AW and overestimate SS CPUE
before 1990. In this fishery the difference between observed AW and SS CPUE is not nearly as great
as in some others. However, the model structure assumes that no mature females are vulnerable in
AW, while all are vulnerable in S8, so it is difficult to produce vulnerable biomass for AW that is the
same as in SS. In trying to do so, the model made AW and SS vulnerabilities for males the same
(Table 10).

Historical catch rates were not fitted tightly (Figure 5 and Figure 6) and residuals for the AW showed
a trend. Fits to the tag-recapture data were generally good (Figure 7), suggesting that tagging data
were consistent with the proportions-at-length data.

Fits to proportions-at-length (Figure 8, Figure 9, Figure 10 and Figure 11) were not tight, but the
observed proportions show much variability from year to year, and the low weights reflect the small
sample sizes and poor representativeness of these data.

Total biomass is compared with recruited biomass in Figure 12 for each sex. This comparison
suggests that much of the total biomass is also recruited. Immature females show a zero contribution
to recruited biomass because of their relatively early maturation, but their contribution to total biomass
is greater than that of mature females. Males, with their faster growth and larger size, have the

greatest contribution.  These plots show a biomass nadir in 1973, another low point in the late 1980s,
and relatively high biomass in recent years.

Vulnerable biomass (Figure 13) shows a pattern similar to that of recruited and total biomass, with a
nadir near 1973, another low near 1990, and high biomass subsequently. Exploitation rate (Figure 14)
shows a peak in the early 1970s near 30%, a decline in the 1990s, and a switch to higher exploitation
rate in the AW season in the mid 1990s.

Recruitment estimates (Figure 15) show little trend except for a very low period near 1970 and a spike
in 1993,
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4.1.2 Sensitivity trials with the CRA 1 base case

Various sensitivity trials, based on MPD results, were made with the base case (Table 10). When two
selectivity epochs were used, there was little effect on the results, either when the selectivity
parameters were estimated or when they were fixed.

Different assumed non-commercial catches led to higher biomass estimates but left exploitation rates
nearly the same (Table 10). When the shape of the biomass-abundance relation was estimated, it
changed from 1.0 to 0.70, indicating a slight hyperstability; the fit was improved only slightly and
other parameters and indicators changed little. Exploring increased weights for each of the data sets in
turn also had a small effect except in the case of CPUE, where the M increased and the fit wentto a
different place.

To explore the model’s ability to fit to the seasonal patterns of CPUE better, we reversed the usual
assumption about relative vulnerability. In the base case we assumed that maximum vulnerability was
experienced by males in the SS; in this trial we assumed that maximum vulnerability was experienced
by males in the AW. The model estimated (Table 10) the SS vulnerability for males as 0.88 times that
in the AW season. Other parameters and indicators were not substantially changed.

When the right-hand limbs of the selectivity curves were estimated rather than fixed, the limb declined
for males (Table 10) but went to the upper bound for females. The model wanted to see all the
females but wanted to allow cryptic males. Total and recruited biomass increased as a resuit, but other
indicators did not change much.

These trials suggest the assessment is somewhat sensitive to the relative weighting for CPUE. The
base case is defensible in that we found the weighting that made the sdsdrs nearly 1. The trials suggest
little sensitivity to other modelling choices.

4.1.3 MPD retrospective analysis for CRA 1

Retrospective analyses were made by successively removing one year’s CPUE and proportion-at
length data back to 1997’s data. Tag data were not removed. The estimates are compared in Table 11
and several estimates are illustrated—Figure 16 shows the vulnerable biomass estimates, Figure 17
shows the recruitment multipliers and Figure 18 shows the estimated CPUE.

There is a tendency for base recruitment and M to increase as data are removed, and for recent
biomass estimates to decrease as data are removed. The three indicators illustrated show changes
among the retrospective trials, but they are relatively small. No qualititative changes to the assessment
conclusions result from these trials.

4.1.4 CRA 1 McMC simulations and Bayesian results

For CRA 1 we made the McMC in a single long chain. For diagnostics, we broke the single chain into
five. We show the results of five tests: Heidelberger & Welsh (1983), Raftery & Lewis (1992),
Geweke (1992), the single chain Gelman test, and the Brooks, Gelman and Rubin (see Brooks &
Roberts 1998). The first four are single chain tests that examine for stationarity and convergence of
single chains; the last is a multiple-chain test that examines the similarity among the five chains. We
conducted the tests for all estimated parameters but we show only the derived parameter results.

Chains 2 and 3 were sensitive to the Geweke test for some parameters; chains 2 and 4 to the

Heidelberger & Welsh tests (different parameters failed these two tests); most chains passed the other
tests for most or all parameters (Table 12). There was no pattern to the indicators that tended to fail
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these diagnostic tests, and there were no substantial differences in the posterior means from the five
chains.

After considering these results, we rejected the first 10 samples from each chain as a burn-in and we
combined the remaining five chains to make one chain of 4950 samples. Posteriors for the function
value, some estimated and some derived parameters from each of the five chains are shown in Figure
19. This illustrates the similarity of the chains for most parameters, and the differences among chains
in some of the more poorly estimated parameters.

The sequence patterns ("traces") of some parameters and indicators from these 4950 samples are
shown in Figure 20. Most traces look good, but the first two relative vulnerability parameters are
somewhat suspect. We examined these further by plotting the parameters against other estimated and
derived parameters (Figure 21): there was no relation, suggesting that there is no consequential
problem from these parameters.

The posterior distributions were summarised by calculating the mean, median, and 5th and 95th
percentiles (Table 13). The dy, growth parameters for both sexes were not tightly estimated, and the
vulnerability of females in the AW season was extremely badly determined. Current estimated
vulnerable biomass varied from 930 to 1790 t; recruited and total biomass estimates were similarly
wide. Projections were, as usual, uncertain: vulnerable biomass in five years varied from 67% to
157% of current levels,

The posterior distributions of recruitment deviations (Figure 22) show that although most deviations
are close to average, some are consistently high or low.

Biomass posterior trajectories (Figure 23, Figure 24, and Figure 25) show similar patterns in
vulnerable, recruited, and total biomass. There was a divergence of projections, although this was not
as great as seen in other assessments (Breen et al. 2002). Trajectories for SL and NSL exploitation
rates differed from each other and between seasons (Figure 26, Figure 27). There was greater
divergence of projections for exploitation rates than for biomass.

4.2 McMC sensitivities

Two additional sets of McMC simulations were made, one to test the effect of ailowing greatest
vulnerability in the AW season and the other to test the effect of estimating the right-hand limb of the
selectivity curve. We made both McMCs in a single long chain. For diagnostics, we broke the single
chain into five. We show the results of the five diagnostic tests we described for CRA 1 for both
sensitivities.

Table 14 and Table 15 show the results of the five diagnostic tests for two sensitivities. Only the
Geweke and Heidelberger & Welsh tests showed any problems, again for different parameters, and the
five chains all passed the other tests (Table 14 and Table 15). There was no pattern to the indicators
that tended to fail these diagnostic tests, and there were no substantial differences in the posterior
means from the five chains. '

After considering these results, we rejected the first 10 samples from each chain as a burn-in and we
combined the remaining five chains to make one chain of 4950 samples for both sensitivities.

Posterior distributions from these two sets of runs are compared with the base case posteriors in Table
13. The trial on the effect of allowing greatest vulnerability in the AW season gave lower M and dj,
for male parameter and estimated the male vulnerability in the SS season as 0.88 (0.82-0.95). The dj,
growth parameters for both sexes were not tightly estimated, and the vulnerability of females in the
AW season was extremely badly determined. Current estimated vulnerable biomass varied from 860
to 1720 t; recruited and total biomass estimates were also wide. Projections were, as usual, uncertain:
recruited biomass in five years varied from 64% to 158% of current levels.
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When the right-hand limb of selectivity was estimated, the model gave a smaller estimate, median of
25.29 (20.15-36.22) and 152.93 (50.53-240.69) for male and female respectively. Estimated M was
lower than in the base case. The dy, growth parameters for both sexes were not tightly estimated.
Biomasses for all animals and recruited animals were higher than in the base case, but the vulnerable
biomass was lower. Although the biomass changed, the exploitation was similar to the base case.
Current estimated vulnerable biomass varied from 890 to 1800 t; recruited and total biomass estimated
were even wider. Projections were uncertain: vulnerable biomass in five years varied from 73% to
161% of current levels.

43 CRA2
4.3.1 CRA 2 base case MPD estimates

Results of the base case MPD estimation are shown in the first column of Table 16. The fit to
standardised CPUE is shown in Figure 28 and the residuals in Figure 29. There was some difficulty
with the fit to CPUE: the model fitted reasonably well to the general pattern of observed CPUE, but
tended to overestimate the SS CPUE in the early 1990s and underestimated the peak of CPUE in the
AW after 1995. This created trends in the residuals (Figure 29).

As for CRA 1, historical catch rates were not fitted tightly (Figure 30) and residuals for the AW
showed a trend (Figure 31). Fits to the tag-recapture data were generally good (Figure 32), suggesting
that tagging data were consistent with the proportions-at-length data.

Fits to proportions-at-length (Figure 33, Figure 34, Figure 35, and Figure 36) were generally good.
Poorer fits were often associated with samples with low weights (e.g., 1991/SS/CS). The predicted
proportion-at-length of males mirrored the observed increase in mean length during the 1990s (Figure
33). Although the model fitted the proportions-at-length of immature females relatively well during
the early 1990s, it overestimated those proportions during the late 1990s (Figure 33). There was a
tendency for the model to underestimate the numbers of large mature females (Figure 33, Figure 35)

Total biomass is compared with recruited biomass in Figure 37 for each sex. As for CRA 1, this
comparison suggests that much of the total biomass is also recruited. Immature females show a zero

contribution to recruited biomass because of their relatively early maturation. Males, with their faster
growth and larger size, have the greatest contribution.

Vulnerable biomass (Figure 38) showed a similar pattern to that of recruited and total biomass, with a
nadir in the late 1970s, another low in the late 1980s, and a peak in the late 1990s. Exploitation rate
(Figure 39) showed a peak in the 1980s of over 50%. There was a subsequent decline in the 1990s
and a switch to higher exploitation rate in the AW season.

Recruitment estimates (Figure 40) show little trend except for a very low period near 1970 and high
recruitment in the late 1970s and early 1990s.

4.3.2 Sensitivity trials with the CRA 2 base case

Various sensitivity trials, based on MPD results, were made with the base case (Table 16). When two
selectivity epochs were used, there was little effect on the results, either when the selectivity
parameters were estimated or when they were fixed.

Using different assumed non-commercial catches led to higher biomass estimates but left exploitation
rates nearly the same (Table 16). When the shape of the biomass-abundance relation was estimated, it
changed from 1.0 to 0.69, indicating a slight hyperstability; the fit was improved only slightly and
other parameters and indicators changed little. Exploring increased weights for each of the data sets in

19



turn also had a small effect, but it was clear that CPUE and the proportions-at-length acted in
opposition to each other,

To explore the model’s ability to fit to the seasonal patterns of CPUE better, we reversed the usual
assumption about relative vulnerability. In the base case we assumed that maximum vulnerability was
experienced by males during the SS; in this trial we assumed that maximum vuinerability was
experienced by males in the AW. The model estimated (Table 16) the SS vulnerability for males as
0.72 times that in the AW season. Other parameters and indicators were not substantially changed.

When the right-hand limbs of the selectivity curves were estimated rather than fixed, the limb (Table
16) went to the upper bound for both males and females; thus other parameters were very similar to
the base case.

These trials suggest the assessment was reasonably robust to the modelling choices examined.

4.3.3 MPD retrospective analysis for CRA 2

Retrospective analyses were made by successively removing one year’s CPUE and proportion-at
length data back to 1997°s data. Tag data were not removed. The estimates are compared in Table 17
and several estimates are illustrated — Figure 41 shows the vulnerable biomass estimates, Figure 42
shows the recruitment multipliers, and Figure 43 shows the estimated CPUE.

There was a big change when the 1999 data are added. Estimated M decreased from the 1998
estimate, which is near the upper bound, towards more plausible values. Biomass also decreased
between 1998 and 1999. Recruitment retained the same form but was much lower before 1989 when
the 1999 data were not present. These trials indicate that the 1999 data caused a substantial change in
the model’s estimates. Fits to CPUE show that the 8S CPUE didn’t change much in the retrospective
trials, but the decrease in CPUE in AW 1999 changed the way the model fitted the data.

Had we been making a base case from the data through 1998 only, we would have experimented with
data set weights to obtain a different fit from that shown in these trials, because the M was very high
from the trials with no data from 1999. The trials do show that a change took place that the model
would not have predicted.

4.3.4 CRA 2 McMC simulations and Bayesian results

For CRA 2, we made the McMC in five chains started from five different locations of the likelihood
profile for In(R#). We show the results of the five diagnostic tests we described for CRA 1. We
conducted the tests for all estimated parameters but we show only the derived parameter results.

One chain was sensitive to the Heidelberger & Welsh test; all chains passed the other tests (Table 18).
There were only three failures, all in one chain in one test, out of 336 tests.

After considering these results, we rejected the first 10 samples from each chain as a bumn-in and we
combined the five chains to make one chain of 4950 samples. Posteriors for the function value, some
estimated and some derived parameters from each of the five chains are shown in Figure 44. This
illustrates the similarity of the chains for most parameters, and the differences among chains in some
of the more poorly estimated parameters.

The traces of some parameters and indicators from these 4950 samples are shown in Figure 45, Most
of these look good, and the three vulnerability estimates were tight. We plotted the traces for these
parameters against other parameters and indicators and concluded that there no consequential problem
was caused by these parameters.
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The posterior distributions were summarised by calculating the mean, median, an(! 5th and 95th
percentiles (Table 19). Most parameters appeared well determined, with some exceptions among the
growth parameters. In the biomass indicators, vulnerable biomass was estimated more tightly than
total biomass. Projections were very uncertain: the ratio of projected to current vulnerable biomass
varied (5th to 95th percentiles) from 34 to168%.

The trajectories of recruitment posteriors (Figure 46) showed some structure (particular years have
consistently high or low recruitment), and the later recruitment was estimated with less certainty than
the earlier years. This is probably a result of the fewer data on recent recruitments for the model to
use.

Biomass posterior trajectories (Figure 47, Figure 48 and Figure 49) showed little variation in estimates
except for the years before the data and the projected years, which again showed very wide
divergence; the median of projected vulnerable biomass was about the same as current biomass, but
after five years the range was between half and double the current biomass.

Trajectories for SL and NSL exploitation rates differed from each other and between seasons {Figure
50, Figure 51). There was greater divergence of projections for exploitation rates than for biomass.

4.4 McMC sensitivities for CRA 2

Two additional sets of McMC simulations were made, one to test the effect of allowing greatest
vulnerability in the AW season and the other to test the effect of using a different trajectory for the
recreational catch. We made both McMCs in a single long chain. For diagnostics, we broke the single
chain into five. We show the results of the five diagnostic tests we described for CRA 1 for both
sensitivities.

Table 20 and Table 21 show the results of the five diagnostic tests for two sensitivities: chains were
most sensitive to the Geweke and Heidelberger & Welsh tests. There was little pattern to the indicators
that tended to fail these diagnostic tests, except that the reference biomass indicators had the highest
failure rate, and there were no substantial differences in the posterior means from the five chains.

After considering these results, we rejected the first 10 samples from each chain as a burn-in and we
combined the remaining five chains to make one chain of 4950 samples for both sensitivities.

Posterior distributions from these two sets of runs are compared with the base case posteriors in Table
19. The trial on the effect of allowing greatest vulnerability in the AW season gave higher M and
female dsy parameter, and lower male dg; parameter estimates. The male vulnerability in the SS
season was estimated as 0.72 with a tight range from 0.71 to 0.74. All the biomass indicators are
slightly less than the base case with overlaps in range. Projections were more uncertain than the base
case: the ratic of projected to current vulnerable biomass varied (Sth to 95th percentiles) from 33-
176%.

5. DISCUSSION
5.1 Model behaviour

Changes to the model for the 2002 assessment were relatively minor; their specific effects are
unknown. The addition of one growth parameter should allow the model to fit male and female tag-
recovery data more closely, by allowing the male and female c.v.s to be different. The revised catch
dynamics appeared to have only a minor effect on base case results at the point where this change was
made.
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The model behaved generally well. For CRA 1 we were able to use iterative weighting to obtain an
objective base case; this was the first time this had been done. In the CRA 3 assessment for 2001
(Breen et al. 2002) and in earlier assessments, we were forced to fix one of the selectivity parameters,
but in this assessment we had no trouble. Nor were we forced to change any of the initial bounds or
priors to obtain satisfactory MPD fits. A minor problem was that the low numbers of immature
females gave poor estimates of the maturity parameter my;, which we fixed.

Most minimisations had positive definite Hessian matrices, in contrast to the CRA 3 assessment in
2001. The McMC diagnostics were much better than for CRA 3 in 2001, and for CRA 2 the chains
passed all but two tests. For CRA 1, some chains failed in one test and passed in another test: failures
for the Geweke test were nearly all passes for the Heidelberger & Welsh test, and vice versa; most
failures were for one of these two tests.

For both assessments the traces and posteriors appeared well formed. An exception was the trace for

male

Yuv - This trace was “tight”, probably because the MPD estimate was at the upper bound, so the

estimated standard error was small, resulting in a too-small step size used in the McMC. This did not
appear to be a problem: examining the relation between this parameter and other estimates showed no
relation.

mafe

In both assessments the model estimated r ;" at the upper bound of 1. This is the vulnerability of

males in AW relative to that for males in SS, which is assumed to be 1. Thus the model is making the
seasonal vulnerability in AW equal to that in summer. For both assessments, the observed SS CPUE
was only slightly higher than the AW CPUE. The mode] structure assumes that no mature females are
available to the fishery in AW, and that a male moult injects new recruitment to the vulnerable stock at
the beginning of SS. With these dynamics, the model naturally has trouble predicting a SS CPUE that
is not substantially larger than AW CPUE. It is difficult to see what mis-specification is occurring, if
any, to cause the problem. When the male AW and SS vulnerabilities were reversed, with 1 assumed
for AW and SS estimated, the model fit was slightly better for both stocks but the indicators did not
change much. An exception was current exploitation rate for SS in CRA 2, which was 50% higher in
this trial. When this sensitivity was extended to a full McMC, the difference was not as great.

5.2 CRA 1 assessment

The model fitted comfortably to the CRA 1 data set — the base case was chosen from iterative re-
weighting that made the standard deviation of standardised residuals for each data close to 1. M was
slightly higher than the mean of the prior — 0.18 vs 0.12. The fit to the proportions-at-length was not
tight, but this was likely more a function of data quality than actual mode! fit: relative weights for
most records were low. Growth parameters were close to the values estimated from tagging data
alone. Recruitment was relatively flat after 1972, with a single spike in 1993.

Sensitivity of the MPD fit to a variety of trials showed little sensitivity except when the weight on the
CPUE data set was doubled. This caused the model to find a different solution, with very high M and
recruitment.

The retrospective trials, based on MPD fits, showed little sensitivity to the recent data.

The McMC results of the assessment suggest that the current vulnerable biomass at the beginning of
AW was 1276 t (median of the posterior) with 5th and 95th percentiles 929 to 1792 t. Current
exploitation rate was estimated to be 10.4% (7.4—-14.3%). The current biomass was estimated at 156%
that in the reference period (131-182%).

Under the assumptions of the projections — current catches, current seasonal distribution of catches,
and recruitment with the same pattern as the past decade of estimated values, the model suggested that
vulnerable biomass would remain near the current level {(67—157%). These conclusions appeared to be
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robust to the sensitivity trials made with McMC: the trial described above in which male vulnerability
was estimated for SS, and one in which the right-hand limb of selectivity was estimated.

These results suggest that current catch levels are sustainable. It is, however, a source of uncertainty
that current levels and historical patterns of non-commercial catch levels are poorly determined.

5.3 CRA 2 assessment

The model did not fit as comfortably as it did to the CRA 1 data set: the base case could not be chosen
from iterative re-weighting, because the fit to CPUE became unacceptably poor. There was clearly an
antagonism between the proportion-at-length data sets and the CPUE, because the model was unable
to fit both comfortably. This problem was not nearly as severe as in the 2001 assessment for CRA 3.
We abandoned iterative re-weighting, and gave the CPUE data sufficient weight to allow the model to
reproduce the sharp upward trend and subsequent decline.

In the MPD fit, M was at the mean of the prior — 0.12. The fit to the proportions-at-length was good.
Growth parameters were close to the values estimated from tagging data alone. Recruitment was
much more variable than in CRA 1, showing a series of strong peaks and two low points.

Sensitivity of the MPD fit to a variety of trials showed little sensitivity, except for SS exploitation rate
when vulnerability for males in SS was estimated, causing this indicator to increase to 33% from the
base case 24%. |

The retrospective trials, based on MPD fits, showed a high sensitivity at the point between the 1998
and 1999 data sets. The addition of the 1999 data causes the biomass estimates to decrease, although
the shape of the trajectory remains the same, and causes the model’s predicted CPUE to start to drop,
whereas in the 1998 retrospective CPUE showed little tendency to decline.

Combined with the antagonism between CPUE and proportions-at-length, this suggests that the model
might be missing some process. Possibilities are:

CPUE could be misleading,

a high natural mortality may have occurred,

growth rate may have declined,

non-commercial removals may have been much higher than estimated, or
emigration could have occurred.

Misleading CPUE se¢ems unlikely, because the pattern in CPUE was widespread over several CRA
areas and persistent for some years, The mode! could be programmed to estimate annual deviations in
growth, mortality and emigration, but these would all be highly correlated.

The MeMC results of the assessment suggested that the current vulnerable biomass at the beginning of
AW was 619 t (526-715 t). This is a more precise estimate than for CRA 2. This was 150% (130~
172%) of the reference period biomass. Current exploitation rate is estimated to be 25% (22-29%).

Under the assumptions of the projections, current catches, current seasonal distribution of catches, and
recruitment with the same pattern as the past decade of estimated values, the model suggested that
vulnerable biomass would increase to 149% of the current level, but with very high uncertainty (47—
269%).

These conclusions appeared to be robust to the sensitivity trials made with McMC: the tria! described
above in which male vulnerability was estimated for SS, and one with an increasing trajectory for
recreational catches. The latter did produce less optimistic projections.
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These results suggest that current catch levels should be sustainable on average, but the high
uncertainty must be noted: the future biomass could be halved or doubled. The uncertainty was higher
than for CRA 1 because of the more volatile pattern of estimated recruitments. It was also a source of
uncertainty that current levels and historical patterns of non-commercial catch levels are poorly
determined.
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TABLES

Table 1: Data types and sources for the 2002 assessment of CRA 1 and CRA 2. Year codes apply to the
first 9 months of cach fishing year, viz 1998-99 is called 1998. RLIC — Rock Lobster Industry Council.

Begin End
Data type Data source year  year
Historical catch rate Annala & King (1983) 1963 1973
CPUE FSU & CELR 1979 2001
Historical proportions-at-size Various 1974 1978
Observer proportions-at-size MFish 1990 2001
Logbook proportions-at-size RLIC 1993 2001
Historical tag recovery data MFish various 1975 1986
Current tag recovery data RLIC & MFish 1996 2001
Historical MLS regulations Annala (1983) 1945 1999
Escape gap regulation changes  Annala (1983) 1945 1999

Table 2. Recreational catch estimates used in the assessments.

CRA 1 CRA2

1994 numbers 56000 142000
1996 numbers 74000 223000
mean numbers 65000 182500
mean weight (kg) 0.726 0.672
catch in kg 47190 122640

Table 3: Estimates of jllegal catches (t) for the 2001 assessment of CRA 1 and CRA 2. For the years not
listed, the assessment used values interpolated linearly.

Year CRA1 CRA2
1979 2.79 7.12
1987 13.72  34.54
1990 38.00 70.00
1992 11.00  37.00
1994 15.00 70.00
1995 1500 60.00
1997 7200 88.00
1998 72.00 88.00
1999 72.00 88.00
2000 72.00 88.00
2001 72.60 83.00

Table 4: Parameter estimates for the conversion of total length to tail length and from tail length to tail
width. Conversion factors for total length to tail length (in inches) are taken from Sorensen (1970).
Conversion factors for tail length to tail width (in mm) are taken from Breen et al. (1988).

Male Female

Slope intercept Slope intercept

Total length (in.) to tail length (in.) 0.571 0.196 0.604 -0.032
Tail length (mm) to tail width (mm) CRA 1 0.383 -1.36 0.464 -10.64
Tail length (mm) to tail width (mm) CRA 2 0.404 -6.53 0477 -13.09
Carapace length (mm) to tail width (mm)} CRA 1 0.521 3.83 0.686 -1.19
Carapace length (mm) to tail width (mm) CRA2 0,538 0.78 0.709 -8.03
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Table 5: Summary of historical minimum size limit regulations for CRA1 and 2. Regulation changes
through 1959 are taken from Annala (1983); changes from 1988 to 1990 are summarised from Table 1 of
Booth et al. (1994). Regulations are expressed in inches (designated as ™) or mm. Equivalent
measurements in mm tail width were made using the conversion factors in The lower size limit of 5.75
inches tail length was used from 1952 to 1958. Abbreviations: TL, total length; tl, tail length; TW, tail
width.

Model interpretation

Regulation in tail width (mm)

Year - Males Females Males Females
1945 No limit No limit  No limit No limnit
1950 9" TL 9" TL 47 49
1952 10° TL or5.75”tl 10” TL or 5.75” 1l 51 53
1959 67 tl 6" tl 53 56
1988 54 mm TW 58 mm TW 54 58
1992 54 mm TW 60 mm TW 54 60
1993 54mmTW 60 mm TW 54 60

Table 6;: Summary of the number and sources of tag recoveries from CRA 1 and CRA 2 used in the
assessments.

CRA I CRA 2 Total

Male Female Male Female Male Female

Older data 189 173 68 120 257 203
Current data 117 145 927 609 1044 7154
Total 306 318 995 729 1301 1047
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Table 7: Parameters estimated in the model, their upper and lower bounds, prior distributions and initial
values. Parameters were estimated in several phases as shown; in phase 2, for instance, all parameters of
phase 2 or less are estimated and the others remain at their initial values. Negative phases indicate fixed
values. Prior types: U, uniform; N, normal; L, lognormal. For definitions of parameters see Appendix A.
Initial values in bold indicate a parameter that was held fixed in the base case. —, not applicable.

Lower Upper Prior Initial
Phase bound bound type Mean c.v. value
In(R, ) 1 1 50 U - - 15,
4 -1 0.0001 2 U - - 1
G 1 001 20 u - - 03
¢, 1 23 2.3 N 0 0.4 0
M 4 0.01 0.35 L 0.12 04 012
male
ds 2 i 8 U - - 38
dﬂ-malc
50 2 1 8 U - - 4.4
male
80 2 -10 3 U - - -0.15
dfema!e
30 2 -10 3 6] - — -1.03
Cy e 3 0.0l 1 U - — 028
CYFomelend 3 0.01 1 U -~ - 06l
F.min
P 4 001 5 u - - 168
: obs
o™ 2 00l 50 U - - 2
M, 3 30 80 U - - 54
Mgg -4 0 60 U - - 11
male
¥ aw 2 0 1 U - - 1
female
AW 2 0 | U - - 1
Jemaie Semmat
rgs orrg 2 0 1 U - - 1
rfemnu:rr
AW 2 0 1 U - - 0.6
male
3 10 80 N 54 2 54
Jemale
3 10 80 N 60 2 60
vma!e,l
2 1 50 U - - 5
vfemafe,.f
2 1 50 8) - - 5
male.r
-4 1 250 U - - 200
W female r
-4 1 250 U - - 200
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Table 8: Structural and fixed values used in the base case assessments. For definitions of parameters see
Appendix A.

Variable  Function Value
S lower edge of smallest size bin 30
1
S centre of largest size bin 91
s ' number of size bins 31
max
" scalar of length-weight relation 4.16E-06
g e scalar of length-weight relation 1.30E-05
ok exponent of length-weight relation 2.935
y Jemmate exponent of length-weight relation 2.545
& mean size of recruits 32
4 std. dev. of size of recruits 2
[jmax maximum exploitation rate per period 0.9
fg moult probability for sex g in season k males: AW 1SS 1
* females: AW 0, SS 1
A shape parameter for mixing left and right 5
halves of selectivity curves
we shape parameter for the right hand limb 200 except in
of the selectivity curve forsex g sensitivity trial
handling mortality rate multiplier on 0.1
SL fishery exploitation rate
oobs std. dev. of increment observation error 2
X shape of biomass - CPUE relation 1
My s difference between sizes at 50% and 11

95% prabability of maturing

Table 9. Weights and the resulting sdsdrs used for the base cases in CRA 1 and CRA 2 assessments;
sdsdrs - standard deviation of the standardised residunals.

CRA ] CRA2

data weight sdsdr weight sdsdr
CPUE 1.0 1.07 20 3.89
CR 0.6 1.00 1.0 1.39
tags 0.5 0.99 1.0 0.93
LFs 50.0 0.96 18.0 0.83
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Table 10: Data weights, MPD parameter estimates, negative log likelihoods and performance indicators for CRA 1. LF: Size frequency data; VR: w¥" estimated. Shading in

the parameters indicates fixed values. BALL, BRECT, BVULN: total, recruited and vulnerable biomass respectively.

2 epachs, 2 epochs, 1.5 times 2 times different rec. . estimate
estimate fixed non-comm. non-comm. catch estimate double double double double male 8§
Base case  selectivity  sclectivity catches catches  trajectory V4 CPUE wt LF wt tag wit CR wt vulnest VR
Weights ‘
'
z 1 1 1 1 | i 1 2 1 1 I 1 1
o 0.6 0.6 0.6 0.6 0.6 06 0.6 0.6 0.6 0.6 12 0.6 0.6
w?’ 50 50 50 50 50 50 50 50 100 50 50 50 50
o™ 0.5 0.5 05 0.5 0.5 0.5 0.5 0.5 0.5 1 0.5 0.5 0.5
Parameters '
in (R,) 13.29 13.36 3.47 13.41 1372 16.56 ) 13.35 13.20
M 0.18 0.19 0.17 0.18 0.18 035 0.20 0.18 0.21 0.14
d 5" 3.83 3.82 3.82 . 3.84 3.83 31.84 3.75 4.01 392 3.85 3.89
da™™ a7 4381 4381 . 479 482 481 533 5.46 467 488 457
o 0.19 022 0.22 ) 0.18 0.20 0.18 027 0.19 -0.03 0.16 0.12
dgm -0.86 -0.88 0.88 . -0.88 091 -0.85 -1.48 095 -0.90 0.93 0.73
cy ™k 028 028 0.28 . 027 0.28 0.28 028 0.09 033 027 0.27
Cy fmae 0.60 0.59 0.59 . 0.59 0.59 0.60 0.53 0.06 0.76 0.59 0.62
/™ 1.69 1.69 1.69 i 1.69 169 1.70 1.67 057 2.13 1,68 1.68
o J.ob
gy
Mgy s
vl o rg"‘
male
riv 1.00 1,00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Jemals or o Jemmat
e Iy 0.57 0.56 055 0.58 0.60 0.37 0.64 0.58 0.64 055 047
13
e 0.73 o 0.70 012 070 1.00 082 0.73 0.16 %11 061
77 male
1
le
n lﬁm
U 53.38 53.39 53.41 53.40 53.48 53.63 52,74 53.52 53.45 53.33 5326
nim 55.16 55.16 55.16 55.16 55.17 55.15 54.94 55.20 55.17 55.16 55.17
mals !
vy
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2 epochs,

2 epochs,

1.5 times

2 times different rec.

estimate

estimate fixed non-comm. non-comm. catch estimate double double double doable male S§
Base case  selectivity  selectivity catches catches  trajectory X CPUE wt LF wi tag wt CR wt vulnest VR

y e 582 5.00

vy 7.01 7.16; 700 7.02 7.03 6.98 7.09 6.90 6.34 722 7.04 7.06 6.92
wctle | .
vf e 306 279 300 309 3l 0 307 320 278 033 33 30 306 32l
w i 200 L2080 1200 2000 200 200 200 200 200 200 200 200 23.07
el 1 : e O : _ B . ; ‘ T
a0 200 . 200 2000 . 300_ 200 200 200 200 __ 200 200 25000
& 0.53 L0353 0.53 053 053 0.53 0.52 0.54 091 037 053 ... .83 032
R S ST - S R AR | 5 - TR | S - 5
Liketihoods
CPUE -22.4 -22.7 -22.5 =221 -21.8 =222 -26.4 -113 -133 -21.6 -22.2 -28.0 -19.1
CR 1.8 1.6 1.6 19 20 2.1 2.2 28 6.6 16 10.8 49 0.0
LF -4263.1 -4266.2 -4265.8 -4264.1 -4264.7 4262.7 -4264.2 -4241.0 -4253.0 -4252.2 -4261.6 -4265.4 -4271.0
Tags 59742 59748 5974.8 5974.1 5974.0 5974.4 59749 5979.2 6104.7 6060.9 59748 59747 59729
Penalty on
M Priors 6.7 10.5 0.6 6.6 6.6 6.7 6.6 98 7.5 6.7 7.1 6.6 63
£y 10.2 10.2 10.1 10.3 10.5 11.2 10.8 21.8 114 10.2 11.7 10.2 11.6
Penalty on U 0 0 0 0 0 0 0 0 0 0 0 0 0
LikeTotal 1707.4 1708.3 1698.8 1706.9 1706.6 1709.5 1703.9 17613 18639 1805.6 1720.7 1702.9 1700.7
Std dev of Residuals
CPUE, 107 1.07 1.07 1.08 1.08 1.08 0.99 1.72 0.68 1.01 1.07 095 1.14
CR i.60 0.59 0.99 1.01 1.0¢ 1.02 1.02 1.02 0.62 0.90 1.80 1.i4 091
Tags 0.99 0.99 099 099 0.99 0.99 0.99 0.99 0.86 1.06 0.99 0.99 0.99
LFs 0.96 096 096 0.96 0.96 096 0.96 0.94 1.10 0.38 095 096 096
Indicators :

BALL sz 1819 1500 1375 2042 2276 2111 1536 32822 1843 1745 1856 1694 2250
BRECT 7001 1080 1132 1112 1229 1385 1303 8362 21217 1061 1036 1074 1006 1519
BVULN».us 690 726 707 772 860 829 537 16230 701 663 715 637 694

BALL,; 2493 2649 2600 2788 3100 2910 2363 52146 2512 2354 2462 2361 3355

BRECT,; 1728 1815 1778 1935 2153 2015 1640 34342 1742 1636 1683 1647 2577

BVULNy, 1048 1124 1093 1159 1279 1217 973 25221 1087 988 1048 979 1039

UNSLos aw 29% 2.8% 2.8% 39% 4.7% 4.9% 1% 0.1% 2.7% 3.1% 2.9% 3.1% 2.8%

USLosaw 12.4% 11.8% 12.1% 12.6% 12.7% 13.1% 13.4% 0.5% 11.8% 13.1% 12.3% 13.4% 12.4%

UNSLsysx 1.6% 1.5% 1.6% 2.2% 2.6% 2.7% 1.7% 0.1% 1.5% 1.7% 1.6% 1.9% 1.6%

USLy 55 7.1% 646% 6.8% 84% 9.5% 8.7% T7.4% 0.3% 6.6% 7.4% 6.5% 83% 6.8%
BVULNyBVULN1 42 152.0% 154.8% 154.6% 150.2% 148.7% 146.7% 181.3% 155.4% 155.1% 149.0% 146.6% 153.6% 149.7%
BRECT,yBRECT .y 159.9% 160.3% 159.8% 157.4% 155.5% 154.7% 190.1% 161.9% 164,1% 158.0% 156.7% 163.7% 169.6%
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Table 11: Parameter estimates from CRA 1 MPD retrospective analysis. Years are named for the last
year of data that were used.

last year of LF and CPUE data
2001 (base case) 2000 1999 1998 1997
Parameters
n(R,) 1329 13.08 1337 1345 1343
M 0.18 0.16 020 022 022
dg* 3.83 3.74 3.76 3.77 379
dfm 477 4.52 4.62 479 481
da™ 0.19 0.33 0.30 028 025
d g 0.86 -0.57 0.88 -120 121
cy ™ 0.28 030 029 0.29 028
Cy Female 0.60 0.63 0.62 057 0.56
pl™ 169 1.77 1.73 1.7 1.68
m g 48.87 64.46 6436 6347 63.09
Mys_se 11 11 i1 il 11
In( q) -6.87 -6.81 -6.94 -6.77 -6.58
o 1.00 1.00 1.00 1.00 1.00
rin 1.00 0.34 039 0.51 0.56
rg™E o pg 057 0.70 091 0.96 0.94
ri 0.73 1.00 1.00 1.00 1.00
nm 5338 49.13 49.13 49.12 49.13
gy ek 5516 59.12 59.32 59.42 59.40
vm.ate g
7.01 137 136 130 132
Jemale 1
v 3.06 5.86 526 523 532
o 053 0.50 0.51 0.52 0.53
Likelihoods
CPUE 224 -206 -19.4 -195 -18.4
CR 1.8 28 1.0 0.9 L1
LE -4263.1 -3780.1 -32793 29717 27389
Tags 59742 5979.1 5975.1 59733 5972.7
Penalty on M Prior 6.7 63 7.1 74 74
£, 10.2 10.1 9.6 86 8.1
Penalties on U/ 0.0 0.0 0.0 0.0 0.0
Total 1707.4 21978 26942 2999.0 32320
Std dev of Residuals
CPUE 1.07 1.14 L13 1.10 1.08
CR 1.00 1.10 1.00 098 0.96
Tags 0.99 1.00 1.00 1.00 1.00
LFs 0.96 0.95 0.94 0.94 0.94
Indicators
BALLysa 1819 1626 1749 1585 1420
BRECTs5.05 1080 938 972 810 670
BVULNrs s 690 655 746 641 537
BALLg: 2493 2006 2171 2117 1925
BRECT 1728 1397 1405 1286 1110
BVULN: 1048 841 916 860 744
UNSLayaw 2.9% 33% 3.6% 39% 42%
USLosaw 12.4% 14.0% 14.6% 16.4% 18.1%
UNSLoyss 1.6% 2.1% 1.5% 1.5% 19%
USLayss 7.1% 8.8% 6.8% 7.0% 9.0%
BVULNyyBVULN 551 152.0% 1283% 122.8% 134.1% 138.7%
BRECTo/BRECT rp.as 159.9% 149.0% 144.5% 158.8% 165.6%
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Table 12: Means and convergence diagnostics for each of several indicators for each part of the McMC chain from CRA 1 (* indicates the test failed).

Quantity

Chain #

Indicators

BALL7sss
BRECTr9.85
BVULNrp.55

BALLy;

BRECT,:

BVULN,;z

BALLyy

BRECT 7

BVULN,;

UNSLoz

USLoz

UNSLos

USLos
BVULNpy/BVULN7y.58
BVULNyy/BVULN:
BVULNy7/BVULN73.58

Posterior means

1
mean
2080
1289
850
3053
2078
1301
3146
2119
1344
2.5%
10.7%
26%
11.1%
153%
103%
158%

2
mean
2112
1321

861
3126
2122
1329
3251
2207
1406
25%

10.5%
2.5%
10.8%
154%
105%
163%

3
mean
2070
1288

841
3039
2055
1283
3213
2170
1386
2.5%

10.8%
2.5%
11.0%
153%
108%
165%

4
mean
2116
1319

866
3120
2110
1325
3235
2188
1398
2.5%

10.5%
2.5%

10.8%

153%
105%
162%
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Geweke

1 2

FHeidelberger and
[Welsh
1 2 3 4

Convergence statistic

Single chain Gelman

1 2 3 4 5

iBrooks
Gelman
Rubin




Table 13: Summary statistics for performance indicators from posterior distributions from the CRA 1
base case.

"J Estimate descending lim
Base casgEstimate male SS vulnerability] variance of vulnerability ogiv
0.05 median mean 0.9 0.05 median mean 0.9 0.05 median mean 0.9
f 17244 17315 17319 1740.5 1720.3 1727.8 1728.1 1737.1) 17195 17275 17279 17373
tn(RD) 13.09 1334 1335 1366 1296 1324 1325 1358 1301 1329 1330 136
M 016 019 019 024 014 017 017 021 012 015 015 01
o 052 053 053 054 052 053 053 054 052 053 053 05
male
dsy 368 3.80 380 393 368 38 38 3927 373 38 385 39
dfema!e
50 454 484 48 51 457 48 487 5.1 437 467 467 49
male
dg, 000 022 022 043 -003 019 019 04l -005 0i6 016 03
Semale
ds -131 093 -0.94 060 -128 -092 -092 -059 -1.i7 -0.82 -0.82 -0.51
i
O et 003 020 020 039 003 020 021 039 003 019 020 03
nale, f
Cy fematers 049 058 058 064 050 058 058 066 051 059 059 06
Jymin
@ .61 L70 170 L7 162 171 1711 17 161 169 169 1.7
My, 3127 4234 4196 5162 3133 4314 4255 5208 3138 4261 4205 51.17
Mys_so 11 11 11 11 11 11 11 11 11 11 11 13!
male male
row Crg ) 099 1.00 1.00 100 082* 088* 0.88* 0954 096 097 098 1.00
Jenale .
AW 006 047 047 095 005 041 046 093 007 062 057 094
r female r femmar '
s OF 7gg 049 062 062 077 047 059 060 079 039 050 051
Jemmat
AW 064 077 077 09 063 075 076 090 053 064 065
male |
V) 396 684 672 903 400 687 676 914 330 653 636
vfemafe,!
1 154 278 290 4.6 152 283 299 493 158 298 318
male
) 5024 53.00 52.84 5501 50.06 5292 5276 5494 4998 5271 52.51
female
™ 5394 55.06 5503 56.100 53.90 55.12 5510 5627 5381 55.10 5510
male I
200 200 200 2000 200 200 200 2000 20.15 2529 26.34
female [
w 200 200 200 2000 200 200 200 2000 50.53 152.93 14947
BALLy 4y 1741 2057 2091 2542 1618 1903 1949 2414 2014 2560 2638
BRECT .45 1029 1278 1304 1652 959 1190 1218 15700 1307 1775 1832
BVULN .5 642 834 852 1121y 593 768 793 1071 623 821 845
BALL,, 2274 2995 3082 415 2159 2788 2880 3905 2894 3981 4131
BRECT,, 1594 2050 2089 2715 1514 1932 1980 2619 2144 2961 3067
BVULN,, 929 1276 1308 1792 859 1182 1221 17200 891 1227 1272
BALL,; 2007 3113 3209 4771 1840 2868 2969 4448 2686 4208 4361
BRECT,, 1268 2087 2170 3355 1172 1944 2025 3171 1877 3099 3231
BVULN,; 725 1320 1382 2269 646 1204 1266 2123 768 1305 1379
UNSL,; (%) 1.7 25 25 33 I8 26 27 35 17 24 24
USLg; (%) 74 104 106 1431 78 112 114 154 73 107 108
UNSLys (%) 15 24 25 3. 16 26 27 42 14 23 24
USLas (%) 62 103 109 17. 66 113 119 193 62 103 108
BVULN/BVULN 043 (%) 131 152 153 18 131 152 154 18 128 149 151
BVULNyBVULN,, (%) 67 10t 105 15 64 98 103 15 73 102 108
BVULN,/BVULN .45 (%) 94 156 162 25 91 152 160 25 103 156 163
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Table 14: Means and convergence diagnostics for each of several indicators for each part of the McMC chain from the sensitivity on estimating male SS vulnerability
for CRA 1 (* indicates the test failed).

Quantity Posterior means Convergence statistic

aftery and Lewis |Geweke Heidelberger and Single chain Gelman [Brooks
Welsh Gelman

Chain # 1 2 3 4 5§51 2 3 4 5§ 1t 2 3 4 5 1 2 3 4 5 1 2 3 4 5Rubin

Indicators mean mean mean mean mea

BALL7g.8 1956 1917 1958 1963 194 *

BRECTs.55 1226 1196 1224 1227 121 *

BVULNys.45 799 776 799 801 78 *

BALLo, 2898 2832 2890 2901 287 *

BRECT:: 1996 1942 1990 1994 197 *

BVULNo; 1233 1191 1229 1233 121 *

BALLo; 3004 2937 2978 2991 293

BRECTor 2052 1997 2025 2045 200

BVULNy; 1287 1242 1268 1283 124

UNSLoz 26% 2.7% 2.6% 2.6% 2.7% *

USLoz 11.3% 11.6% 11.3% 11.3% 11.4% *

UNSl.0s 2.7% 2.8% 2.7% 2.7% 2.7%

USLos 11.8% 12.2% 11.9% 11.9% 12.0%

BVULNoy/BVULN?9.55 154% 154% 154% 154% 154%

BVULNor/BVULN:; 104% 104% 103% 104% 102%;

BVULNo7/BVULN75.08 161% 160% 159% 160% 158%
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Table 15: Means and convergence diagnostics for each of several indicators for each part of the McMC chain from the sensitivity on estimating descending limb
variance of vulnerability ogive for CRA ! (* indicates the test failed).

Quantity Posterior means Convergence statistic

Geweke Heidelberger and Single chain Gelman [Brooks
Welsh Gelman

Chain # 1 2 3 4 1 2 3 4 5 1 2 3 4 5§ 1 2 3 4 5Rubin

Indicators mean mean mean mean

BALL7s.05 2617 2616 2650 2657

BRECTz0.38 1822 1820 1839 1842

BVULN79.68 847 844 851 846

BALLg, 4122 4115 4133 4153 *

BRECTu:2 3073 3059 3064 3072 *

BVULNg:2 1282 1276 1277 1270

BALL,; 4320 4342 4397 4363

BRECTy 3209 3234 3252 3225 *

BVULNgy 1366 1388 1402 1370

UNSLg; 2.4% 2.4% 2.4% 2.5%

USLoz 10.7% 10.7% 10.8% 10.9% *

UNSLgs 2.4% 2.4% 2.4% 2.4% *

USLos 10.8% 10.6% 10.6% 10.9% *

BVULNo/BVULNz5.08 152% 151% 160% 150% *

BVULN/BVULNo; 107% 109% 110% 108%

BVULNo:/BVULN79.88 162% 165% 166% 162%



Table 16: Data weights, MPD paranmteter estimates, negative log likelihoods and performance indicators for CRA 2. LF: Size frequency data; VR: w®’ estimated.

Shading in the parameters indicates fixed values.

2 epochs, 2 epochs, 1.5 times 2 times different estimate
estimate fixed non-comm. hon-comm. rec. catch estimate double double double double male SS
Base case  selectivity  selectivity catches catches  trajectory X CPUE wt LF wt tag wt CR wt vulnest VR
Weights
@' 2 2 2 2 2 2 2 4 2 2 2 2 2
@ 1 1 t 1 I 1 1 1 1 I 2 I 1
@’ 18 18 18 18 18 12 18 1% 6 18 18 18 18
w ¢ 1 1 1 1 1 1 1 1 1 2 1 1 1
Pﬂramtters e Bmarie ;o e RRA s mai wan A Reee o kL e e gy e e R, T o i e s et na meden s mmeiae et e e s it e % g i il 4453 LM 4 b o e gtk gy ke e M. A ks Y A e T g (s 1 rtaefo
In (®,) 13.20 13.15 13.15 13.26 13.28 13.20 13.05 13.66 12.84 1321 13.14 13.04 13.21
M 0.14 0.13 0.13 0.12 0.10 0.13 0.13 021 0.09 0.14 0.3 0.14 0.14
d - 3.77 3.80 3.85 377 3.79 379 4.02 381 3.84 3.78 365 3.85 3.77
dgm 428 4.09 443 419 4.01 439 4.64 445 3.63 4.30 3.99 4.63 427
dg” 0.70 0.68 0.65 0.70 0.67 0.70 0.34 0.89 033 061 095 036 071
dgm 0.72 -0.51 082 -0.56 033 077 -0.86 1.19 0.22 077 -0.51 20.57 0.72
cy "ok 0.43 0.42 042 043 0.41 043 0.19 043 0.36 0.43 0.45 0.42 0.43
Cy Fomle 0.81 0.90 0.79 0.89 0.99 0.79 0.77 0.80 0.98 0.81 0.92 0.97 0.81
@ 24728 230 245 231 248 L.246 221 249 242 254 247
m g 5439 5447 5422 544 5453 5429 539 5496 5448 5438 5451 5377 5439
Mossol W Al XAl M W AL M i
r male (t male )
aw Crss 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.0 0.724 1.00
Jemals
riw 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
r Jemale or p femmar
55 s 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
rie 055 0.56 0.55 0.55 0.56 055 051 065 0.50 0.55 0.56 0.63 055
me 5831 56.90
ni 5735 59.75
ny 53.69 53.65 53.66 53.70 53.71 53.69 53.79 54.24 53.46 53.68 53.77 53.79 53.69
Tod 60.33 60.26 60.18 60.26 6034 60.35 60.54 60.04 60.65 60.32 60.23 60.70 60.33
e .t Sy
v 938 . 300
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2 epochs, 2 epochs, L5 times 2 times different estimate

estimate fixed non-comm. non-comm.  rec, catch estimate double double double double male 8§
Base case  selectivily i catches catches  trajectory V4 CPUE wt LF wt tag wt CR wit vulnest YR
v Ikmulr i e
vy 3.03 305 3.08 3.03 3.18 336 2.94 3.03 3.07 3.17 3.03
female 1
Vi 4.88 5.13 5.06 5.11 491 5.10
male
v 250
niale
w? ) ;‘ 200 250
o 0.35 0.35 35 035 035 035 034 044 035
PR _ R S WL TR R O = i
Likelihoods
CPUE 248.5 246.6 2305 2426 2399 2442 221.8 3188 141.7 218.5 226.7 1106 248.7
CR 74 -1.5 -7.4 -6.7 -55 -6.4 0.5 -133 -4.4 -17 2.1 -17.5 -14
LF -7354.7 -1362.1 -7350.2 -7355.8 -7356.0 -1366.4 -7431.1 -6896.7 -7612.6 -73134 -7329.8 -7539.1 -73552
Tags 4467.0 4466.4 44718 4467.1 4465.9 4469.1 4482.1 44655 4428 8 45628 44700 4496.1 44670
Penalty on
M Priors 33 9.7 7.6 3.2 33 33 33 42 3.7 33 33 34 33
£y 9.8 214 19.9 21.6 24.6 218 246 17.5 23.7 19.1 246 236 19.8
Penaltyon U 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00
LikeTotal -2623.5 -2625.5 -2628.0 -2628.0 -2627.8 -2634.4 -2698.8 -2104.0 -3019.1 -2517.4 -2583.1 -2922.9 -2623.7
Std dev of Residuals ’
CPUE 3.89 3.88 3719 386 3.85 3.87 375 438 3.08 3 377 3.07 3.9¢
CR 139 1.39 1.40 1.42 1.46 1.43 1.67 0,97 1.10 135 2.47 1.12 139
Tags 0.93 0.94 0,93 094 0.95 0.93 0.90 092 094 1.01 0.95 0.90 0.94
LFs 0.83 0.83 0.84 0.33 0.83 083 0.83 0.79 091 0.79 0.82 0.89 0.83
Indicators
BALLyys 1628 1623 1560 1846 2069 1668 1375 1787 1563 1617 1675 1450 1626
BRECT .55 543 540 568 623 694 590 379 594 501 543 552 470 543
BVULN .44 404 394 386 460 513 431 282 460 375 403 415 360 404
BALL,; 1777 1776 1743 2002 2251 1845 1586 1781 1814 1776 1820 1617 1779
BRECT,; 1056 1047 1033 1183 1313 1095 924 1024 1030 1055 1083 905 1057
BVULNy; 550 541 532 614 676 570 448 596 477 549 569 502 551
UNSLogaw 4.3% 44% 4.4% 5.7% 6.7% 4.0% 5.0% 18% 4.9% 43% 42% 4.7% 43%
USLosaw 25.9% 26.5% 26.9% 25.4% 25.2% 25.3% 31.3% 22.1% 31.4% 26.0% 25.2% 29.1% 25.9%
UNSLy; 55 3.9% 39% 4.0% 5.1% 6.0% 3.6% 4.3% 3.9% 4.0% 39% 38% 5.3% 319%
USLoyss 23.6% 235% 242% 26.6% 29.0% 27.0% 26.7% 23.5% 24.8% 23.6% 23.1% 32.8% 23.5%

BVULNoyBVULN .5 136.2% 137.1% 137.8% 133.6% 131.9% 132.0% 158.9% 129.7% 127.1% 136.1% 137.2% 139.5% 136.3%
BRECT:yBRECT 3.5 194.6% 194.0% 181.8% 190.1% 189.1% 185.6% 244.0% 172.4% 205.5% 194.2% 196.1% 192.4% 194.7%
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Table 17. Parameter estimates from CRA 2 MPD retrospective analysis. Years are named for the last
year of data that were used.

last year of LF and CPUE data

2001 {base case) 2000 1999 1998 1997

Parameters
In (R, ) 13.20 13.00 13.21 15.33 15.59
M 0.14 0.11 0.13 030 032
o 377 362 359 3.19 323
a S 428 4.02 432 5.79 5.92
d g 0.70 0.71 0.65 1.07 1.03
d g 0.72 051 -1.03 3.17 3.64
cy ot 043 043 043 0.49 0.51
Cy Somate 0.81 0.88 0.76 0.55 0.54
p i 247 234 232 2.35 234
m 5 54,39 54.65 54.65 53.67 53.50
Mgs_s0 i1 11 11 11 11
In{ g} -6.92 -7.01 -7.13 -8.97 931
rat 1.00 1.00 1.00 1.00 1.00
riv 1.00 1.00 095 0.88 0.90
rge or pgmm 1.00 1.00 1.00 1.00 097
i 0.5 0.58 0.59 061 0.56
n " 3.03 3.06 3.14 2.74 2.74

Jemale

) 5.10 5.10 572 6.12 6.14

male |
53.69 53.68 53.70 53.52 5346

vjemufe 4
60.33 60.26 60.55 60.78 60.51
o 0.35 0.36 036 0.32 0.32

Likelthoods
CPUE 248.5 208.0 1693 1158 93.9
CR .74 .1 15 6.6 -7.0
LF 73547 62577 51046 -4315.8 -3759.6
Tags 4467.0 44522 44443 4484.8 4485.5
Penalty on M Prior 33 33 33 6.0 6.3
&, 19.8 24.0 19.4 25.0 26.0
Penalties on U 0.00 0.00 0.00 0.00 0.00
Total -2623.5 -1576.4 4759 3092 850.0

Std dev of Residuals
CPUE 3.89 371 352 321 3.12
CR 139 143 137 149 147
Tags 0.93 0.97 0.99 1.01 102
LFs 0.83 0.82 0.80 0.79 0.77

indicators
BALL sz 1625 1683 1749 6842 9295
BRECT .21 543 598 670 4052 5662
BYULNse.1a 404 439 483 2771 3889
BALLg 1777 2359 2138 14261 17393
BRECT s 1056 1494 1350 9495 11313
BVULN,; 550 823 652 6233 7464
UNSLosaw 43% 3.5% 4.8% 0.8% 0.7%
USLozaw 25.9% 21.4% 29.3% 4.0% 3.4%
UNSLoyss 3.9% 2.7% 19% 0.2% 0.1%
USLoy 55 23.6% 17.3% 14.4% 1.7% 1.4%
BYULNoyBVULN .00 136.2% 187.6% 135.0% 224.9% 191.9%
BRECToyBRECT rs.01 194.6% 250.0% 201.3% 234.3% 199.8%
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Table 18: Means and convergence diagnqstics for each of séveral indicators for each part of the McMC chain from CRA 2 (* indicates the test failed).

Quantity Posterior means Convergence statistic

Raftery and Lewis |Geweke Heidelberger and Single chain Gelman [Brooks
Welsh Gelman

Chain # 1 2 3 4 51 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5Rubin

Indicators mean mean mean mean mean,

BALL7oss 1658 1660 1653 1655 1657 "

BRECT79.55 556 558 555 555 556 "

BVULN7s.08 413 414 412 412 413 ™

BALLg» 2168 2174 2164 2169 2183

BRECT.2 1149 1151 1146 1153 1148

BVULNg: 621 622 618 621 621

BALLgy 2084 2092 2082 2083 2186

BRECT,7 1008 1013 1010 1014 1071

BVULNyr 604 608 605 608 651

UNSLo; _ 4.2% 4.2% 4.3% 4.2% 4.3%

USLo; 251% 25.0% 25.2% 25.1% 25.1%

UNSLos 5.0% 5.0% 5.0% 5.0% 5.0%

USLes 30.9% 30.8% 30.9% 30.9% 31.2%

BVULNoyBVULN702 150% 150% 150% 151% 150%

BVULNoy/BVULN,; 96% 96% 97% 97% 96%

BVULNy;/BVULN75.38 146% 147% 147% 147% 146%
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Table 19: Summary statistics for performance indicators from posterior distributions from the CRA 2
base case,

J Different recreational catch
Base case Estimate male SS vulnerability] trajectories
0.05 median mean 0.95 0.05 median mean 095 0.05 median mean 095
f 26102 -2603.9 -2603:6 -2595.71-2911.6 -2905.3 -2905.0 -2897.1| -2621.2 -2614.8 -2614.4 -2606.7
ln(Ro) 13.08 13217 1321 1334 1307 1322 1322 1334 1308 1321 1321 1334
M 0.12 013 013 015 014 016 016 017 012 013 013 014
o 035 036 036 03¢ 030 031 031 032 034 035 035 036
nale
dg 353 369 369 385 360 374 374 389 355 371 371 388
dfemafe
0 3.99 419 419 438 476 502 502 526 408 430 430 450
i
dg 053 079 078 1024 018 040 040 063 052 078 078 102
Semale
dg' 095 069 -069 -0.44 -128 -1.00 -1.00 -0.72 -098 -0.73 -0.73 -0.46
Cy e 004 028 027 052 004 028 028 05 004 029 030 058
Cy Jemate-s 078 084 084 08 073 080 08 09 075 081 082 0950
o™ 239 247 247 256 259 269 269 279 239 248 248 257
mg, 5401 5445 5444 5486 5327 5364 53.64 54000 5394 5439 5438 54.78
Mgs_so 11 1 1 11 11 11 1 1 1 11 11 11
ele 1
Taw CTss ) 100 100 100 100 071* 072¢ 072¢ 07449 100 100 100 100
Semale
o 095 098 098 100 098 099 099 100 093 097 097 100
Jemale Semmat
Fgs  or Fg 099 100 100 1000 099 05 099 100 100 100 100 100
Jemunat
e 053 055 055 057 059 061 061 064 053 055 055 057
nale J
e 276 3.04 304 332 28 309 3.10 334 27 303 304 332
Semale [
Vi 468 507 508 549 507 545 545 584 47 511 512 555
I
e 5343 5371 5372 5399 5350 5374 5374 5399 5342 5370 5371 54.00
. .
T 59.93 6030 60.3F 60700 6032 60.69 60.70 61.09 5995 6033 6033 60.72
BALL 5 45 1592 1656 1657 1723 1443 1499 1499 1561] 1625 1699 1699 1773
BRECT .45 525 555 556 589 479 504 505 53 565 603 603 640
BVULN .44 391 412 413 435 362 380 381 4000 414 440 440 465
BALL,; 1807 2170 2176 2571 1578 1997 1997 2428 1886 2292 2296 2723
BRECT,, 1025 1150 1150 1275 88% 1027 1028 1169 1064 1198 1197 1330
BVULN, 527 619 621 716 485 588 589 696 547 647 648 750
BALL,, 1284 2122 2135 3037 1144 2004 2017 2911} 1264 2190 2202 3191
BRECT,; 3721033 1047 1757 291 1001 1006 1733 264 1028 1040 1822
BVULN,; 199 614 631 117 173 612 621 1101 153 604 621 1142
UNSL,; (%) 37 42 4.2 4.9 37 44 45 53 35 4.0 4.0 47
USL,; (%) 216 250 251 292 222 262 265 318 214 249 250 293
UNSL s (%) 28 44 48 84 28 44 51 9. 27 43 49 93
USLgs (%) 152 257 300 593 154 262 318 734 152 262 318 721
BVULN,/BVULN .55 (%) 130 150 150 171 129 154 155 181 127 146 147 169
BVULN,/BVULN,; (%) 34 99 101 1700 33 104 104 17 26 93 94 167
BVULN,yBVULN .43 (%) 48 149 153 271 6 161 163 29 35 137 141 258
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Table 20: Means and convergence diagnostics for each of several indicators for each part of the McMC chain from the sensitivity estimating male SS vulnerability for
CRA 2 (* indicates the test failed).

Quantity Posterior means Convergence statistic

eweke Heidelberger and Single chain Gelman |[Brooks
Welsh iGelman

Chain # 1 2 3 4 1 2 3 4 353 1 2 3 4 5 1 2 3 4 S5Rubin

Indicators mean mean mean mean

BALL 7545 1504 1491 1510 1508 * * * ¥ *

BRECT7s.28 506 501 500 508 * o o* * = *

BVULN7s.35 382 378 384 383 b A *

BALL,y; 2000 1989 2003 2015 ¥ox ok

BRECT,, 1030 1023 1033 1036 b I

BVULN,; 591 587 592 594 b I

BALLyy 2020 2022 2023 2026 *

BRECTor 1006 1009 1005 1013 * %

BVULNoy 623 624 622 625 *

UNSLoa 4.5% 4.5% 4.4% 4.4% L

USLgs 26.5% 26.6% 26.4% 26.3% *OH %

UNSLos 52% 5.1% 5.0% 5.0% *

USLos 32.2% 31.6% 31.5% 31.5% Ho*

BVULNg/BVULN7o.35 155% 155% 154% 155% *

BVULNg7/BVULN,2 104% 105% 104% 104%

BVULNo7/BVULN?9 g5 163% 165% 162% 163%
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Table 21: Means and convergence diagnostics for each of several indicators for each part of the McMC chain from the sensitivity on using different recreational catch
trajectories for CRA 2 (* indicates the test failed).

Quantity Posterior means Convergence statistic

Raftery and Lewis Geweke Heidelberger and Single chain Gelman [Brooks
. 'Welsh Gelman

Chain # 1 2 3 4 5 1t 23 4 3 1 2 3 4 5 1 2 3 4 5 1 2 3 4 SRubin

Indicators mean mean mean mean mean|

BALL;s.g 1702 1701 1703 1700 1688 * * *

BRECTs.38 604 604 604 604 598 * *

BVULN7p.55 441 441 441 441 436 * * *

BALLg; 2294 2304 2294 2305 2283 * * *

BRECT,; 1199 1203 1196 1201 1185 * * * *

BVULN,; 650 652 646 649 643 * * *

BALLy; 2162 2222 2229 2204 2198 *

BRECTy; 1009 1056 1053 1047 103 *

BVULNgr 600 633 631 624 619 *

UNSLo; 4.0% 4.0% 41% 4.0% 4.1% * * * *

USLo; 25.0% 24.9% 25.1% 25.0% 25.3% > * *

UNSLgs 5.0% 4.9% 4.8% 4.8% 5.0% * *

USLos 32.4% 31.6% 31.0% 31.0% 33.0% * *

BVULN/BVULN7s.08 147% 148% 147% 147% 148%)

BVULNo/BVULNo: 91% 96% 96% 95% 94%

BVULNo/BVULN7s.3s 136% 144% 143% 142% 142%)
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Figure 1: CRA 1: SL and NSL catch by season, SL catch is that taken with respect to the size limit and
protection on berried females (commercial and recreational catches).
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Figure 2: CRA2: SL and NSL catch by season.
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Figure 3: CRA 1: predicted (line) and observed (circles with one standard error) standardised CPUE
index by season from the base case MPD results: upper, autumn-winter (AW) season; lower, spring-
summer (88) season.

46



e
€ 24 . .
-t 1 — ®
D . ° e o o °o
A P D PR
] o o) )
£ 0,°° oo ° o b
B ° o ]
w [« Y L o
o g °
T T T T T
1980 1985 1990 1995 2000
Fishing year
N
B 24 e )
_-_3_ L I ¢ c
g ™ .
1 .
8 L J © ® O. O e
8 PY ® | J D
T pte---—--- B e it .
5 o © . el
% o o ©Op 88 ®
5 -1 .. L 3 Q o
o o o
| T T ) |
0.6 0.8 1.0 1.2 1.4
Predicted

Figure 4: CRA 1: standardised residuals of predicted CPUE index from the base case MPD results,
plotted by fishing year [upper panel] and by predicted CPUE index {lower panel}. Closed circles, autumn-
winter (AW) season; open circles, spring-summer (5SS} season.
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Figure 5: CRA 1: predicted (solid line) and observed (circles with one standard error) catch rate (CR) by
season from the base case MPD results: upper, antumn-winter (AW) season, lower, spring-summer (SS)
season.
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Figure 6: CRA 1: standardised residuals of catch rate from the base case MPD results, plotted by fishing

year |upper panel] and by predicted catch rate [lower panel]. Closed circles, autumn-winter (AW) season;
open circles, spring-summer (S5) season.
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Figure 12: CRA 1: recruited (left panels) and total biomass (right panels) from the MPD fit by sex (as

indicated in the legend) and season: upper panels, autumn-winter season; lower panels, spring-summer
season.
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Figure 15: CRA 1: recruitment trajectory (millions) from the base case model MPD fit.
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Figure 16: Vulnerable biomass trajectories from the MPD retrospectives for CRA 1, plotted by season;

upper panel - SS, lower panel - AW. Each line connects the predicted biomass for each year in the MPD
fit. Data sets are named by the last year of data they were fit to.
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Figure 17: Estimated recruitment multipliers from the MPD retrospectives for CRA 1. Each line connects
the predicted recruitment for each year in the MPD fit. Data sets are named by the last year of data they
were fitted to.
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Figure 23: CRA 1: posterior trajectories of recruited biomass, for the AW (top) and SS (bottom) seasons,
from the CRA 1 base case McMC simulations. For each year the horizontal line represents the median,
the box spans the 25™ and 75" percentiles and the dashed whiskers span the 5 and 95 percentiles.
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Figure 24: CRA 1: posterior trajectories of vulnerable biomass, for the AW (top) and SS (bottom)
seasons, from the CRA 1 base case McMC simulations. For each year the horizontal line represents the
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Figure 25: CRA 1: posterior trajectories of total biomass, for the AW (top) and SS (bottom) seasons, from
the CRA 1 base case McMC simulations. For each year the horizontal line represents the median, the box
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Figure 28: CRA 2: predicted (line) and observed (circles with one standard errer) standardised CPUE
index by season from the base case MPD results: upper, auntumn-winter (AW) season; lower, spring-
summer (SS) season.

71



*
- o
S . ¢
= 5 e i o .
E ° I e
@ o »
% Q —r---- -2- ------ S -“"""o"“r".“"""Q'"‘O'"“'U"“
3 e° © °© o%oe
& °© © o o
5 B | ° ° ©
fo)
o O
T T T T T
1980 1985 1990 1995 2000
Fishing year
®
T g ™
4 ] °® o. °
N __--e% e OQ _______9 ]
-_":n 0 - wo o 'Gp' o o
S ° 8 ¢
& o® o © °
b -5 - . o o)
o) (s}
T T T T T T
0.2 0.4 0.6 0.8 1.0 1.2
Predicted
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Figure 30: CRA 2: predicted (solid line} and observed (circles with one standard error) catch rate (CR) by
season from the base case MPD results: upper, autumn-winter (AW) season, lower, spring-summer (SS)

season.

73



Standardised residual
(=]

| T | T T
1964 1966 1968 1970 1972

Fishing year

Standardised residual
o
|

15 20 25 30 35 40 45 50
Predicted
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Figure 32: CRA 2: predicted and observed size at recapture from the base case model MPD fit from the
tagging data (top panels); standardised residuals versus predicted size at recapture (middle panels); Q-Q
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Figure 33: CRA 2: the base case MPD fit to the proportion-at-length data, plotted by year and season
(AW, autumn-winter; SS, spring-summer), sex category, and data source type. The left column shows
males, the centre immature females and the right mature females. LB, log book data; CS, catch sampling
data; HS, historical data; MS, market sampling data; wt, relative weight given to each data set; tau,
scaling factor relative to sigma. For HS and MS data, where females were not graded by maturity, the

o0
o0

NO
W
wo

00
[ T }
=
-
-2

oo
oo
-

~Q
Qo

b

oo
oo
Y o )
Wo
o r]m]

oo
22
[0 =]
=]}

oo
oo
20
&3

0.0000

..
)

ik

40 50 80 70
Size (mm TW)

40 50 60 70

centre column is all females. The dotted vertical line is the current summer MLS.

76

1990 SS CS

wt 1

tau 0.0196
1991 SSCS

wit 1

tau 0.0196
1993 AWLB

wt 10

tau 0.002
1993 SS LB

wt 10

tau 0.002
1904 AW LB

wt 10

tau 0.002
1994 SS LB

wt 10

tau 0.002
1985 AWLB

wt 10

tau 0.002
1995 SS LB

wt 10

tau 0.002
1996 AW LB

wt 10

tau 0.002
1996 SS LB

wt 2.63958
tau 0.0074



40 50 60 70

Figure 33: continued.
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Figure 33: continued.
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Figure 34: CRA 2: standardised residuals from the fits to proportions-at-length (Figure 33), plotted
against predicted proportions-at-length for the three sex categories indicated.

79



™ ‘®
3 3
3 3 Males
o o
5 5
7)) o
TITTTITTITT T O n T e v e kit 1TITIIHIIII?]IIIIIIIIIIHI_I_IT
31 39 47 55 683 71 79 87 31 39 47 55 63 71 79 87
Size Size
© o  {
=3 3
2 =] 17
o o ' B
¥ [0d _i! o0 s [mm.Fem
o = O
w w 11
. 1.0 4
2.0 L 10 oo
N ARBARARLASEAR AR RN R A TIRATTTETETA Ty TR TT T I TR Rnal
31 39 47 55 63 71 79 87 31 39 47 55 63 71 79 87
Size Size
3_
™ 2 ©
= =
o 14 nd
g o 8 Mat. Fem
X (' g
o 5
» 27 1'lo 0 2
-3 H 1 4 g L
CITVTTTITTrN Iy rrrrrtrvrsgannnrnl eV aiTrerTverreedverenrreyn
31 39 47 55 63 71 79 87 31 39 47 55 63 71 79 87
Size Size

Figure 35: CRA 2: standardised residuals from the fits to proportions-at-length (Figure 33), plotted
against length and by season for the three sex categories indicated. Left panels are the autumn-winter
season and the right panels for the spring-summer season. The box plots show the median as a horizontal
line; the box encloses the central 50% of the data, whiskers indicate the 5th and 95th percentiles, other
points indicate outliers.
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Figure 36: CRA 2: standardised residuals from the fits to proportions-at-length (Figure 33), plotted
against length for the three sex categories indicated. The box plots show the median as a horizontal line;
the box encloses the central 50% of the data, whiskers indicate the 5th and 95th percentiles, other points

indicate outliers.
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Figure 37: CRA 2: recruited (left panels) and total hiomass (right panels) from the MPD fit by sex (as
indicated in the legend) and season: upper panels, autumn-winter season; lower panels, spring-summer
season. '
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Figure 38: CRA 2: the base case model’s predicted vulnerable biomass from the MPD fit: heavy line,
spring-summer season; light line, autumn-winter season.
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Figure 39: CRA 2: exploitation rate trajectories from the base case model MPD fit: heavy line, spring-
summer season; light line, autumn-winter season.
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Figure 40: CRA 2: recrnitment trajectory (millions) from the base case model MPD fit.
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Figure 41: Vulnerable biomass trajectories from the MPD retrospectives for CRA 2, plotted by season;
upper panel - SS, lower panel - AW. Each line connects the predicted biomass for each year in the MPD
fit. Data sets are named by the last year of data they were fitted to.
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Figure 42: Estimated recruitments from the MPD retrospectives for CRA 2. Each line connects the
predicted recruitment for each year in the MPD fit, Data sets are named by the last year of data they
were fit to. Note that the 1998 and 1997 retrospectives have much larger estimates of R0 and are thus off
the scale of the graph.
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Figure 43: CPUE trajectories from the MPD retrospectives for CRA 2, plotted by season; upper panel -
AW, lower panel - 88. Each line connects the predicted biomass for each year in the MPD fit. Data sets
are named by the last year of data they were fit to. Points are the observed CPUE.
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Figure 44: Marginal posterior distributions of some parameters and performance indicators from the five
McMC chains for the CRA 2 base case assessment.
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Figure 46: CRA 2: posterior trajectories of recruitment deviations from the base case McMC simulations.
For each deviation the horizontal line represents the median, the box spans the 25" and 75" percentiles
and the dashed whiskers span the 5™ and g5t percentiles.
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Figure 47: CRA 2: posterior trajectories of recruited biomass, for the AW (top) and SS (bottom) seasons,
from the CRA 2 base case McMC simulations. For each year the horizontal line represents the median,
the box spans the 25" and 75™ percentiles and the dashed whiskers span the 5* and 95" percentiles.
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Figure 48: CRA 2: posterior trajectories of vulnerable biomass, for the AW (top) and SS (bottom)
seasons, from the CRA 2 base case McMC simulations. For each year the horizontal line represents the
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Figure 49: CRA 2: posterior trajectories of total biomass, for the AW (top) and SS (bottom) seasons, from
the CRA 2 base case McMC simulations. For each year the horizontal line represents the median, the box

spans the 25 and 75" percentiles and the dashed whiskers span the 5 and 95" percentiles.
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Figure 50: CRA 2: posterior trajectories of SL exploitation rate, for the AW (top) and S8 (bottom)
seasons, from the CRA 2 base case McMC simulations. For each year the horizontal line represents the
median, the box spans the 25" and 75™ percentiles and the dashed whiskers span the 5™ and 95*
percentiles.
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APPENDIX A. ASSESSMENT MODEL

The parameters and variables used by the model can be divided into the following.

Structural variables that are fixed and define the structure of the model.

Observations that are known and influence the history of the fishery in the model.

Model parameters that influence the dynamics and that are either estimated or fixed at assumed
values.

Derived variables that are dependent on the model parameters and used to calculate state
variables or to make predictions.

State variables, dependent on model parameters, that describe the modelled state of the stock and
are used to make model predictions.

Predictions for comparison with observations

o Likelihood variables that are used in comparing the model's predictions with observations.

These parameters and variables are described in Table Al. The model uses a half-year time step:
autumn-winter (AW) from 1 April to 30 September and spring-summer (SS) from 1 October through
31 March. Six-month periods are indexed by ¢. Season, indexed by £, can be calculated from # by
mod(s-1,2)+1. Three sex categories, indexed by g, are kept distinct in the model: males (male),
immature females (female), and mature females (femmatr). Size classes are indexed by s, years by y,
and tag return records by i. In describing how length frequency records are handled, month is indexed

by m and area by a. In discussing how growth of tagged lobsters is predicted, the number of moults is
indexed by g. The subscript used to index the selectivity function parameters is z.

Table Al: Major variables and parameters of the assessment model

Structural and fixed variables
Smallest size modelled in size class s

S,
$ Largest size modelled in size class s
v Size of an individual in size class s (mid point of the size class bounds)
Smax Number of size classes modelled
at Scalar of the size-weight relation for sex g
bé Exponent of the size-weight relation for sex g
wE Weight of an individual of size s and sex g
¢ Mode of the size distribution of recruits to the model
4 Standard deviation of the size distribution of recruits
I Identity matrix for mode! size classes
A Shape parameter for mixing left and right halves of selectivity curves
e Maximum permitted exploitation rate in a period
fg' Moult probability for sex g in season &
k
Ohservations
c Catch limited by regulations in period ¢
p A
C L Catch not limited by regulations in period ¢
!
I, Observed standardised CPUE in period ¢
CR, Observed historical catch rate in period ¢
If Minimum legal size limit for sex g in period ¢
z Observed proportions-at-size in the catch in pertod ¢
.t
D Numbers of days sampled in month m and area @

m,a
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C

ma
ma
4
Naa,s

g
Pumas

K,

Sg Jag
i

S7

Catch in month m and area a within a period

Calculated weight for length frequencies from month m and area a

Number of lobsters sampled in month m, area a and size s within a period
Proportion of lobsters sampled in month m, area a and size s within a period
Calculated relative weight for proportions-at-size in period ¢

Size and sex of the ith tagged lobster at release

Size and sex of the jth tagged lobster at recapture

Estimated parameters

i‘(Ro)

Denotes the vector of model parameters

Natural logarithm of Ry, the mean annual recruitment to the model for each sex in each
period

Recruitment deviation for year y

Instantaneous rate of natural mortality (per year)
Relative seasonal vulnerability for sex g and season £

Size of maximum selectivity of sex g for selectivity function z

Shape parameter for the left hand limb of the selectivity curve for sex g and selectivity
function in epoch z
Shape parameter for the right hand limb of the selectivity curve for sex g in all epochs

Mean expected moult increment for a lobster of size 50 mm TW and sex g

Mean expected moult increment for a lobster of size 80 mm TW and sex g

c.v. of the expected growth increment for sex g

Minimum standard deviation of the expected growth increment (sex-independent)
Standard deviation of the observation error in observed moult increments

Size at which the probability of a female maturing is 50%

Difference between sizes at 50% and 95% probability of a female maturing

Determines shape of biomass-CPUE relation
Component of error common to all data sets

Derived variables

qNSL,BSL
qNSL,BNSL
C:oml ,BSL
LE,

R 0

N;

b!

JJ

a5

@;

Xi
X

Portion of C;*™" taken from B™ in period ¢
Portion of C,"" taken from B™" in period 1

Total catch taken from B’ in period ¢

Legal status flag (zero or one) for individuals of sex g and size s in period t. Mature females
are assumed to be berried and are therefore not legal in AW.
Vector of average recruitment-at-size

Vector of numbers-at-size for sex g in the unexploited population at equilibrium

Slope of the growth increment-at-size refation for sex g

y-intercept of the growth increment-at-size relation for sex g

Expected growth increment of an individual of size s and sex g

Standard deviation of the growth increment for an animal of sex g and size s

Growth transition matrix for sex g in season k

One cell of X : the proportion of individuals of sex g that grow from size-class s to size-
class s in season &
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58

£+l

g
Ver

¥4

£

Q
a,

State variables

Expected size of an individual of size s and sex g after moulting

Total vulnerability, incorporating selectivity and seasonal vulnerability, of an individual of
sex g and size s in epoch z

Intermediate term used in calculating V5, ,
Vector of the probability of females maturing-at-size
Probability that an immature female at size s will become mature during period

th Numbers of sex g and size s at the start of period ¢
ng,uo.s Numbers of sex g and size s in the mid-season of period ¢
Ni; Numbers of sex g and size s after fishing in period ¢
Nss; Numbers of sex g and size s after fishing and natural mortality in petiod ¢
Nir }‘\Iumbers of sex g and size s after fishing, natural mortality, growth and recruitment in period
R, Recruitment to the model (males and females, all sizes) in period ¢
R, Recruitment to the model for size class s in period ¢ (same for males and females)
BrSL Biomass vulnerable to the SL fishery at the beginning of period ¢
B,NSL Biomass vulnerable only to the NSL fishery at the beginning of period ¢
B,m"r Sum of B,SL and B,NSL at the beginning of period ¢
U* Exploitation rate on B in period 7
UM Exploitation rate on B/ in period ¢
H, Handling mortality rate in period ¢
Model predictions
j; Predicted CPUE for period ¢
C}i, Predicted historical catch rate for period ¢
}sf,: Predicted proportion-at-size for size g and sex s in period ¢
Sv‘_s,mqo Predicted size at recapture for the ith tagged lobster
@F Predicted standard deviation of the growth increment for the /th tagged lobster
Likelihood variables
o° _ Standard deviation of recruitment deviation
qf Scaling coefficient for CPUE index
of Standard deviation of standardised CPUE indices in period ¢
o' Relative weight applied to CPUE likelihoods
qCR Scaling coefficient for catch rate index
oCr Standard deviation of catch rate index
= Relative weight applied to historical catch rate
@’ Relative-Weight applied to proportions-at-size
TAG Relative weight applied to tagging data
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A.1 Initial size structure

The population is assumed to be in an initial unexploited equilibrium, in this case at the start of period
1, AW 1945. The number of each sex in each size class is the equilibrium function of the growth
transition matrices for each season, recruitment, and natural mortality:

Eq.1

-17 .
Nrnnale = ]:1 + Xr:;z;'ee-O.SM]|:Ro (I _ Xz;exgle (e—O.SM )2) :|
) -1
N {emale — [1 +X f;a:e Pl (1- Q)] R, (l _ X_;e;a!ex gg‘male ( e M ) (- Q)z )

-1
Ngemmm = I:]- + Xﬂe;afee—O.SM :| {Ro (I _ Xf;alexé;mafe (e-O_SM )2 ) } _ Nofema!e

where the vector of recruitment-at-size, R,(same for males and females), is derived from the
multiplication of Ry and the equilibrium recruitment proportions-at-size, calculated as in Eq. 26,
X4,and X%, are growth transition matrices for spring-summer and autumn-winter for sex gandQ is
the vector of the probability of females maturing-at-size.

A.2 Overview of dynamics

The dynamics proceeds in a series of steps through each time step, the 6-month period. First, the
biomass vulnerable to fishing is calculated from number-at-size, weight-at-sex, selectivity-at-size and
relative seasonal vulnerability, all for each sex. This is done twice — once for the fishery that respects
the size limit and berried female restrictions (the SL fishery} and once for the fishery that does not (the
NSL fishery).

From biomass and the observed SL and NSL catches, exploitation rates are calculated; if they exceed

the assumed maximum value U/ they are reduced to U/ and the model’s function value is
penalised. Then the two fisheries are simulated, reducing numbers-at-size in two steps to obtain the
mid-season numbers and the post-fishing numbers.

After fishing, growth is simulated, recruitment is calculated and added to the vector of numbers-at-
size, and then maturation of immature to mature females is simulated, giving the numbers at the
beginning of the next pertod.

A.3 Selectivity and relative vulnerability

The ascending and descending limbs of the selectivity curve are modelled using halves of two normal
curves with the same mean but with different shapes, one for the left half and one for the right. These
are determined by parameters analogous to the variance of a normal curve. This is sometimes called a
“double-normal” but is really a “bi-hemi-normal” curve. A logistic selectivity curve can be
approximated by setting the shape parameter for the right hand limb to a large number.
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The model can calculate different curves for each of a number of epochs, for instance if the MLS or
escape gap regulations change, although in this study only one was used. Total vulnerability is the

product of the selectivity curve and the relative seasonal vulnerability for each sex, r:

in0.5( 55 - )2 In0.5( 55 - )2

2 o 2
Eq. 2 V.—fk,z = rkg (1 —I;i )e (Vf) + sze ( )

TE = 1/(1+exp(-(§f —r]f)/l))

Selectivity curves are assumed to be the same for mature and immature females. It is assumed that
the maximum relative seasonal vulnerability is for males in spring-summer, i.e., r}}"" =1. Itis also
assumed that the relative seasonal vulnerability of mature females differs from that of immature females

Jemmat ___ femake |

only in the autumn-winter, i.e. ri =ri  ; this was examined in sensitivity trials in this study.

A.4 Vulnerable biomass

The model must simulate two kinds of fishing: fishing that takes all vulnerable lobsters, and fishing
that takes only those that are both above the MLS and not berried females. The first fishery includes
the illegal and Maori customary fisheries; Maori customary fishing is not illegal so this fishery cannot
simply be called the illegal fishery, and we call it the NSL fishery. The other fishery, governed by the
regulations, comprises the commercial and recreational fisheries, and we call it the SL fishery.

The total biomass vulnerable to the NSL fishery at any time is the product of numbers, weight, and

vulnerability-at-size:

5 oskz

Eq.3  B™=) Z NEWEVE
g
where mean weight of individuals in each size class is determined from:

Eq.4 WE=a%(5)"

The af and b* parameters are assumed to be the same for immature and mature females. The legal
switch _Lf.’, for the SL fishery is determined by comparing size with the minimum legal size:

IA

TH
>IF

D:I K|

Eq.5 If, =
o el

and L£  is zero for all mature females in the autumn-winter season. The SL biomass is

Eq'6 "ZZNgWnggkz s,

The biomass vulnerable only to the NSL fishery is
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Eq.7  BM =B B =YY NWEVE,(1-L,)
g 3

A.5 Exploitation rates

The observed catches are partitioned in the data file into-catches from the two fisheries: C.and

C™" . Exploitation rate is calculated as catch over biomass. The model must calculate the total
exploitation rate expended by both fisheries on the biomass available to the SL fishery, and limit it if
necessary. The portion of C™" to be taken from the SL biomass is

P
- r -_—

3
B:ora
and from the NSL biomass is
CNSLBNSL
NSL,BNSL . NSL NSL,BSL
Eq.9 C, =——~—‘Bmm‘, =C™ ~-C,
i)

The total catch to be taken from the SL biomass is the sum of components from the two fisheries
E q 10 Cloral,BSL - CNSL,BSL + CSL
. t =~ 1

Total catch from the NSL biomass is C, > ,

Now the model can calcuiate, and limit if necessary, the exploitation rates applied to these two
components of the population. The exploitation rate applied to the SL biomass is

s Cro!aI,BSL
Eq.11 UM =—t—r0H-

f B’SL
and to the NSL biomass is

CNSL,BNSL

NSL

Eq. 12 U™ = ‘BNSL
!

i3 U,SL exceeds a value specified, U™, 0.90 for this assessment, then U,SL is restricted to just over

U™ with the AD Model Builder™ posfun and a large penalty is added to the total negative log-
likelihood function. This keeps the model away from parameter combinations that do not allow the

catch to have been taken. U™ is similarly limited.

Handling mortality is exerted by the SL fishery on vulnerable animals returned to the water because
they are under-sized or berried females. This is assumed to be a constant proportion {0.1) of the
exploitation rate exerted by the SL fishery:

CSL
Bo.13 H, =017k

[

This is reduced proportionally if posfun has reduced the eiploitaiion rate and C ,SL .
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A.6 Fishing mortality
Fishing mortality from the SL, NSL and handling mortality are applied simultaneously to the
population. This occurs in two steps so that mid-season biomass and mid-season size structures can be

calculated. The numbers at mid-season are calculated from numbers at the start of the period, using
half the exploitation rates described above:

Eq.14  Nio, =N&[1-05(U +H, V5, (1- 12, )|[1-05UvE, (1, )]

The mode! then re-calculates vulnerable biomass in each category, re-calculates the exploitation rate
required to take the remaining catch (if posfim reduced the exploitation rate, the required catch was
reduced proportionally), and calculates numbers after all fishing in the period:

Eq. 15 Ng = Nfuos [1 ‘(UrfS{fs + H:+o.s )ngk z (1 - Lf,, )][l _U:S:B Sngk .z (1 _Lf,: )]

A.7 Natural mortality

Natural mortality is applied to numbers after all fishing has taken place in a period:

Eq.16  Nf =N%e™™,

A.8 Growth

Moult-based growth is modelled explicitly using a two part model. The first part of the model
describes the sex- and size-specific moult increment of a lobster in size class s. The estimated

parameters of the model are 4¢, and 4, the expected increments for lobsters of 50 and 80 mm TW

for sex g. From those, the mean expected increment ;¢ can be calculated for each size s for each sex
g

Eq.17 di=y*+h%g,

but is constrained with the AD Model Builder™ “posfun” function to be positive. The slope is
determined from

Eq.18  4#=(dg -dg )30
and the intercept from
Eq.19 ¥ =df -50h%

Variability in the growth increment is assumed to be normally distributed around g% with a standard
deviation (pg that is a constant proportion the expected increment, but is truncated at a minimum

value @™ . The equation below is used to give a smooth differentiable function:

Eq.20 ¢ =(j"C'Vg qad"“i")[—l—

”xtan—l ((dfCVS - g ))(105)4_0.5)4_40:1,1:@

The second part of the growth model describes the sex- and size-specific probability of moulting.
Males are assumed to moult in both seasons; females are assumed to moult only at the beginning of
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the AW season. The seasonal moult probability f£ is set to zero or one, depending on the sex and

season as just described.

From this growth model, the growth transition matrix X; is generated as follows. The expected size,

after moulting, of an individual of sex g and size S’f (in size class s) is:

Eq.21 S8, =S, +d5f¢

Because of variability in growth, not all individuals move into the size class containing 5%, ; some

move into smaller or larger size classes, depending on ¢f . For each size class s, the probability that
the individual will grow into each of the other size classes, s', is calculated by integrating over a
normal distribution with mean § £ .1 and standard deviation ¢f. The largest size group is cumulative,
Le., no animals grow out of this group, so the integration is done from the smallest size in that size
class, .§s. to co. With the sex index, g, and the season index, &, suppressed this is:

ri. 1 ( (’S_'.r —‘§u+l)2 )
_ M as if s
fivzrm ey T

Eq. 22 X, . =5

5,5 ) ¢ _ § 23
j‘ 1 exp _(_s:s,l_ﬂ)- oS i_fs':smax
S,

V27, s \ 2(¢)S)2 )

Moulting in this model occurs at the beginning of each period. Growth is applied to the numbers
remaining in each size class after fishing and natural mortality, N N

"1 +1

Eq.23  Nf =) (X2,N%)+R

5

- for males and females, where R, ,,, is calculated as described below. For mature females:

Eq. 24 N ;fi’"""" = Z ( X;r:e:mm N £mmal )

A.9 ' Recruitment

The number of lobsters recruiting to the model in a year is assumed to be equal for males and females
and is divided equally over the two seasons. Recruitment deviations are estimated for those years
likely to have information on the strength of recruitment, and total recruitment is calculated from:

[5 _(6;)2]
id 2
Eq.25 R, =0.5R, e
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where it is assumed that the recruitment deviations £ are normally distributed with mean zero and

by

standard deviation o . The term ~ corrects for the log-normal bias associated with different

values of o°.

Recruitment is dispersed over the size-classes, assuming a normal distribution truncated at the smallest

-(5.-9)
I %
Zexp[— (s, -¢% J

where S, is the mean size in size class s, ¢ is the (assumed) mean size-at-recruitment and ¥ is the
(assumed) standard deviation about mean size-at-recruitment.

size class:

Eq.26 R, =

A.10 Maturation

The probability of a female maturing during a period is modelled as a logistic curve:

1

e )

Maturation occurs after growth, and this determines the numbers at the beginning of the next period.
Males are not involved:

Eq.27 QO =

mal A 7male
Eq.28 N™* =™

s+

Immature females that mature are subtracted from the number of immature females in size class s:

5,1+l

Eq 29 Nfemale - Ni’:ma!e (1 _ Qs)
and added to the number of mature females in size class s;

s+

Eq 30 N Jemmat = N j"jmma: + Qs N .ﬁmale

A.11 Predictions and likelihoods for abundance indices
The predicted CPUE index is calculated from mid-season vulnerable biomass:

X

Eq.31 I, =¢'(B%,)
where y determines the shape of the relationship and the scaling coefficient ¢ is calculated from:
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Eq. 32 q" =exp

where the standard deviation crf for each period is obtained from the standardisation process, g’ is

the relative weight applied to the standardised CPUE index data set and & is the estimated common
€rror component.

A log-normal likelihood function is used to compare predicted (f , ) and observed (/, ) biomass
indices,

L(f, 16)= ~(in¢z,) - (], ))2]

i
@
exp
1= ~ 2
e

The normalised residual is:

In(Z,)~In(J,)

Eq. 34 residual =
- (O'f g/ w’)

Similarly, the predicted historical catch rate index is calculated as:

Eq. 35 Cﬁ, = qCRBffO_S

where the scaling coefficient ¢ is calculated from:

paca |
T

A2
" (e5)

CR

Eq. 36 g =exp

where the standard deviation ", constant for all observations, is assumed to be 0.3 and @ is the
relative weight applied to the catch rate index data set.

A log-normal likelihood function is used to compare predicted (Cﬁ, ) and observed (/, )} biomass
indices,

R o —(ln(CR, )—in(Cf?, ))2 .
o &2 Aof"5 /0 |

Eq.37  L(CR |6)=

The normalised residual is
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In(CR)-In(CR,)
Eq.38 residual = !
1 (O',CRélzaCR)

A.12 Predictions and likelihood for proportion-at-size

The observed relative proportions-at-size p?, for each sex category are fitted for each period. In each

period, these proportions sum to one across the three sex categories. The model predictions for the
relative proportions-at-size in each category are:

VE Nt

sk.z° " sa+05

HnE —
o= .
, £ g
Z Z I/;,k,st,HO.S
5

g

Eq. 39

“We use the normal likelihood proposed by Bentley (Breen et al. 2002) for fitting the model predictions
to the observed proportions-at-size:

d £ +0.1 - 1M pE - 2
Eq. 40 L(ﬁsg" |6) = i (p”’ + ) exp (psg,l +0 1)(pf,r psg,u)

~ 2
G\2n 2(7 )
K, @’

where @ ” is the relative weight applied to the proportion-at-size data.

The relative weight x, is calculated for each sample from a six-month period, t. Each sample

comprises measurements from the various months with the period and various statistical areas within
the larger area being assessed (CRA 1 or CRA 2). If m indexes month and a indexes statistical area,

the proportion of lobsters in sex g at size s, aggregated within the area x month cell, p% _ , can be
expressed as

Eq. 41 pfl,a,s = ni,a,%z Z nfn,a,s
g £

The weight given to this cell, ¢, ,, is a function of the cube root of the number measured, the cube root

of the number of days sampled, D, ,, and the proportion of the total catch in period ¢ taken in that
month x area cell:

#z Z Ngl.a,S{/Dm,a Cm.a
;;Cm,a

The proportion of lobsters at size and sex in the whole sample for period ¢ is:

Eq. 42 Cma

£
g C"’-"pm,a,s

Poa™ g;g;(cm,ap:a_s)

Eq. 43
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and the effective sample size is then the sum of the cell weights:
Eq.44 1,=) ) Cpa-

To prevent individual datasets from having functionally either most of the weight or no weight in the
model fitting, we truncated g, values greater than 10 to 10, and less than 1 to 1.

The normalised residual for a proportion-at-length is:
P +0.1(5% - pt)
g
ko’

A.13 Likelihood of tag size increments

Eq.45  residual =

The predicted size of a recaptured tagged lobster is calculated by simulating each moult during the time
at liberty. For the first moult the predicted size after moulting , S¥"% | is

Eq. 46 Sgreear _ SEVE 4 pE 4 pF gELs

If the animal was at liberty for more than one moulting period for that sex, then the resulting size is
calculated as above, replacing Sf;“* with the result of Eq. 46, and so on.

- A normal likelihood function is used to compare predicted and observed sizes at recapture:

1
V2ro! 200

where the standard deviation @7 is calculated as follows. For a single moult, the standard deviation is

Eq.47 L[5 |g)=

the determined from the c.v. and the expected increment:
Eq. 48

o5 = ((y“f+hg Sf"“g)CVg — g )Gx tan™ (((y“"+hg S.-g""g) CVE —gh= )x 10°)+0-5]+¢"’"‘“

This differentiable function constrains the f, to be equal to or greater than (od’mi“ . For more than

one moult,

Eq. 49 (495)2 =3 (et,) +{o**5 15
q
where |
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Eq. 50
¢f,q = ((yg+hg Srg,::;ag)CVg _¢d,mm)(;lr_xmn—l (((yg+hg Sf;;ag)CVg —¢d’wn)X106)+0.5]+tpd‘mh‘

4955 s the standard deviation of observation error.

where g indexes the number of moults and &
The normalised residual is:

g.recap _ Qg.recap
Eq. 51 residual = Si 5

g).g
A.14 Likelihood of recruitment residuals

Annual recruitment deviations, which cause recruitment to move away from average recruitment, are
penalised with a normal likelihood function:

1 exp —Z(gy)z
" 2o

Eq.52  L{¢,|6)=
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APPENDIX B. DATA USED IN THE ASSESSMENT
B.1 CRA 1 data
Table Bl: Catch data in kilograms used for the CRA 1 assessment. Catches are reported by calendar

year through 1978, then are reported by fishing year (1 April to 31 March, named by the April-December
year).

Sequential Export

Fishing season Commercial discrepanc¥ . F{eported Unreported Maori
year  Season' number reported’ unreported’ Recreational® illegal’ illegal® customary’
1945 1 1 4815 0 944 0 8384 1945
1945 2 2 17 285 0 8494 0 3173 1945
1946 1 3 4959 0 1 055 0 910 1946
1946 2 4 17 801 0 9494 0 3267 1946
1947 1 5 8711 0 1166 0 1599 1947
1947 2 6 31271 0 10 493 0 5740 1647
1948 1 7 19 769 0 1277 0 3629 1948
1948 2 8 70 965 0 11 492 0 13 026 1948
1949 1 9 22702 0 1388 0 4167 1949
1949 2 10 81 495 0 12 491 0 14959 1949
1950 1 11 20134 0 1499 0 3696 1950
1950 2 12 72277 0 13 491 0 13 267 1950
1951 1 13 18 518 0 1610 0 3399 1951
1951 2 14 66 475 0 14 490 0 12 202 1951
1952 1 15 29122 0 1721 0 5346 1952
1952 2 16 104 541 0 15 489 0 19 189 1952
1953 1 17 28 591 0 1 832 0 5248 1953
1953 2 18 102 634 0 16 489 \] 18 839 1953
1954 1 19 15 685 0 1943 0 2879 1954
1954 2 - 20 56 303 0 17 488 0 10335 1954
1955 1 21 13936 0 2054 0 2558 1955
1955 2 22 50 025 0 18 487 0 9183 1955
1956 1 23 16 393 0 2165 0 3 009 1956
1956 2 24 58 846 0 19 487 0 10 802 1956
1957 1 25 13216 0 2276 0 2426 1957
1957 2 26 47 443 0 20486 0 8 709 1957
1958 1 27 13 515 0 2387 0 2481 1958
1958 2 28 48 516 0 21 485 0 8 506 1958
1959 1 29 13 559 0 2 498 0 2489 1959
1959 2 30 48 674 0 22 485 0 8935 1959
1960 1 31 16 364 0 2 609 0 3 004 1960
1960 2 32 58 742 0 23434 0 10 783 1960
1961 1 33 17 644 0 2720 0 3239 1961
1961 2 34 63 337 0 24 483 0 11626 1961
1962 1 35 29532 0 2831 0 5421 1962
1962 2 36 106 011 0 25483 0 19 459 1962
1963 1 37 28 470 0 2942 o 5226 1963
1963 2 38 79 530 0 26 482 0 14 599 1963
1964 1 39 47 841 0 3053 0 8782 1664
1964 2 40 171 159 0 27 481 0 31418 1964
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Fishing
year
1965
1965
1966
1966
1967
1967
1968
1968
1969
1969
1970
1970
1971
1971
1972
1972
1973
1973
1974
1974
1975
1975
1976
1976
1977
1977
1978
1978
1979
1979
1980
1980
1981
1981
1982
1982
1983
1983
1984
1984
1985
1985
1986
1986
1987
1987
1988
1938

Sequential
season

Season' number

DY o B = DY = B mm B = DD o B = B e RO e R e B = B = B e B e B e B o B = BN e D e B e BN s N = BN = D) e

41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
8s
86
87
88

Commercial
reported’

32 362
216 638
47 487
135 513
19 120
129 880
49 605
167 395
103 853
234 147
73277
258 723
80 173
256 827
80 767
151 233
32 054
44 946
11241
33 759
19 484
58 516
24 730
74 270
45 463
136 537
37274
111941
25 361
89 675
32 39]
147 394
32 565
151 325
44 074
178 940
57012
174 690
49 523
162 036
53 555
165 202
60 978
143 870
35630
130 153
28 877
149 683

Export

discrepancy

unreported” Recreationat®

[T~ R~ — R -~ - I~ = = - - -

th ©
o
]
=2}

19 458
19 762
48 094
38544
9049

18 504

[T — I — T — B I A - N = I - P = R = R = A = P i = = A - B - - - R
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3165
28 481
3276
29 430
3387
30479
3498
31479
3 609
32478
3720
33477
383
34476
3942
35476
4053
36475
4164
37474
4275

38474

4 386
39473
4 497
40472
4 608
41 472
4719
42 471
4719
4247
4719
4247
41719
42 471
4719
4247
4719
42 471
4719
42 471
4719
42 471
4719
42 471
4719
42471

Reported
illlegal®

(=B === I =T =T = S o B ox T - B e S o~ R T o= TR — T T — O e T e T o B~ B o R~ B - B — B — B — T — I — I — I = — i o P = S = P = P = = I = I = IR « = I =~ I = =~ - B

Unreported Maori

illegal®  customary’
5940 1000
39 766 9 000
8717 1000
24 875 9 000
3510 1000
23 841 9 000
9105 1000
30727 9 000
19 063 1000
42 980 9 000
13 451 1 000
47 491 9 000
14716 1 000
47 143 9 000
14 826 1 000
27 760 S 000
5884 1 000
8250 9 000
1480 1 000
4 446 9 000
4 861 1 000
14 598 9000
4936 1 000
14 825 9000
12014 1000
36 081 9 000
9628 1 000
28915 9000
1995 1000
7054 9000
3334 1000
15170 9000
978 1 000
4 546 9000
1362 1 000
5529 2000
2032 1000
6225 9 000
2252 1000
7370 9000
2 690 1 000
8 298 9000
3677 1000
8677 9 000
2949 1000
10771 9 000
3528 1000
18 286 9 000



Sequential Export

Fishing season Commercial discrepancg' Reported Unreported Maori
year  Season' mumber  reported®  unreported’ Recreational® illlegal® illegal®  customary’
1989 1 89 11 455 0 4719 0 1 969 1 000
1989 2 90 162 559 0 42 471 0 27938 9000
1990 1 91 44 978 0 4719 0 13 040 1000
1990 2 92 86 090 0 42471 0 24 960 S 000.
1991 1 93 39026 0 4719 0 7454 1000
1991 2 94 89 238 0 42 471 0 17 046 9 000
1992 1 95 30196 0 4719 0 3007 1600
1992 2 96 80 266 0 42 471 0 7993 9000
1993 1 97 33815 0 4719 0 3451 1 600
1993 2 98 93570 0 42 471 0 9 549 9000
1994 1 99 46 091 0 4719 0 5319 1000
1994 2 100 83 886 0 42 471 0 9 681 9000
1995 1 101 71199 0 4719 0 8428 1000
1995 2 102 55525 0 42 471 0 6572 9 000
1996 1 103 76 602 0 4719 0 25751 1000
1996 2 104 52 801 0 42 471 0 17 749 9000
1997 1 105 101 278 0 4719 ] 56 393 1000
1997 2 106 28 030 0 42 471 0 15 607 9 000
1998 1 107 106 634 0 4719 0 59674 1000
1998 2 108 22026 0 42 471 0 12 326 9 000
1999 1 109 100 799 0 4719 0 57718 1000
1999 2 110 24 943 0 42 471 0 14 282 9000
2000 1 111 93 528 0 4719 0 51437 I 000
2000 2 112 37 389 0 42 471 0 20 563 9 000
2001 1 113 97 233 0 4719 0 54 162 1000
2001 2 114 32023 0 42 471 0 17 838 9 000

! 1=autumn/winter season; 2=spring/summer season

? These are the total reported commercial catches from catch statistics. Seasonal splits calculated as reported in
Section 3.2.6. The size limits are applied to this catch category. '

* The estimates for unreported export discrepancies are calculated from a comparison of total reported
commercial catch with published export statistics (Breen 1991). The appropriate seasonal splits and size limits
are applied to this category.

* Recreational catch for 1945 was set to 20% of the best estimate in 1979. This value is then increased linearly
to 100% which is assumed to be reached in 1980. The best estimate of recreational catch estimate is the mean
of all available recreational catch estimates in numbers of lobster. The conversion to catch in weight is based
on 1993-96 commercial logbook data. The seasonal split was obtained by assuming a 90%:10% split between
the spring/summer and autumn/winter fisheries. Size limits were applied to this category.

* This is the fraction of illegal catch which is thought to have been processed through normal legal channels by
the Ministry of Fisheries Compliance Unit. This value is subtracted from the total reported commercial catch
when calculating the total legal catch in order to avoid double counting of catch. This value has only been
estimated in the most recent years (1996) and this fraction has been applied retrospectively to the period of
illegal catch estimates. Size limits were applied to this catch.

§ This is the remaining fraction of illegal catch which is thought to have been processed through other channels
by the Ministry of Fisheries Compliance Unit. No size limit is applied to this catch category. The total illegal
catch is the sum of these two illegal components.

? Maori customary catches have been set to a constant level of 10 t per year, estimated by the Ministry of
Fisheries. No size limits are applied to this category and a 10%:90% (autumn/winter — spring/summer)
seasonal split has been used.
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Table B2: Recent CPUE biomass indices and associated standard errors, historical CPUE biomass
indices, settlement indices and male and female size limits used for the CRA 1 assessment.

Sequential CPUE ; o Male F.emale _
Fishing season biomass O 3 Historical Settlement size size Recruitment
year  Season' number indices® CPUE*  indices® limit® limit® period’
1945 1 1 0 0 0 0 0 ] 0
1945 2 2 0 0 0 0 0 0 0
1946 1 3 0 0 0 0 0 0 0
1946 2 4 0 0 0 0 0 0 0
1947 1 5 0 0 0 0 0 0 0
1947 2 6 0 0 0 0 0 0 0
1948 1 7 0 0 0 0 0 0 0
1948 2 8 0 0 0 0 0 0 0
1949 1 9 0 0 0 0 0 0 0
1949 2 10 0 0 0 0 0 0 Y
1950 1 11 0 0 0 0 47 49 0
1950 2 12 0 0 0 0 47 49 0
1951 1 13 0 0 0 0 47 49 0
1951 2 14 ] 0 0 0 47 49 0
1952 1 15 0 0 0 0 51 53 0
1952 2 16 0 0 0 0 51 53 0
1953 1 17 0 ] 0 0 51 53 0’
1953 2 18 0 0 0 0 51 53 0
1954 19 0 0 0 0 51 53 0
1954 2 20 0 0 0 0 51 53 0
1955 1 21 0 0 0 0 51 53 0
1955 2 22 0 0 0 0 51 53 0
1956 1 23 0 0 0 0 51 53 0
1956 2 24 0 0 0 0 51 53 0
1957 1 25 0 0 0 0 51 53 0
1957 2 26 0 0 0 0 51 53 0
1958 1 27 0 0 0 0 51 53 0
1958 2 28 0 0 0 0 51 53 0
1959 1 29 0 0 0 0 53 58 0
1959 2 30 0 0 0 0 53 58 0
1960 1 31 0 0 0 0 53 58 1
1960 2 32 0 0 0 0 53 58 1
1961 1 33 0 0 0 0 53 58 1
1961 2 34 0 0 0 0 53 58 1
1962 1 35 0 0 0 0 53 58 1
1962 2 36 0 ] 0 (] 53 58 1
1963 1 37 0 0 422 0 53 58 2
1963 2 38 0 0 572 0 53 58 2
1964 1 39 0 ] 49.4 0 53 58 2
1964 2 40 0 ] 104.5 0 53 58 2
1965 1 41 0 0 422 0 53 58 2
1965 2 42 0 0 98.9 0 53 38 2
1966 1 43 0 0 43.2 0 53 58 3
1966 2 44 0 0 55.7 0 53 58 3
1967 1 45 0 ] 334 0 53 58 3
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Fishing
year
1967
1968
1968
1969
1969
1970
1970
1971
1971
1972
1972
1973
1973
1974
1974
1975
1975
1976
1976
1977
1977
1978
1978
1979
1979
1980
1980
1981
1981
1982
1582
1933
1983
1984
1984
1985
1985
1986
1986
1987
1987
1988
1988
1989
1989
1990
1990
1991

Season’

ol S L L e T S e T oS T 6 I S B S o A R N T N S N S & TR N S N S S S SR WY

Sequential CPUE

season
number

46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93

biomass
indices”

o O 0O 0 0 O 00000000000 o OO0

=]

0.836
0.751
0.978
0.903
0.799
0.915
0.852
0.951
0.872
0.926
0.882
0.839
0.734
0.824
0.741
0.769
0.599
0.780
0.700
0.640
0.432
0.826
0511
0.739
0.626

o'

o= = g == R e R o P A B — 2 — 2 — I =~ T o T o B e T e T - TR o Y e S e B o B o S e 1

(=1

0.262
0.256
0.262
0.257
0.264
0.258
0.262
0.257
0.263
0.257
0.263
0.257
0.260
0.257
0.261
0.256
0.261
0.257
0.267
0.258
0.282
0.258
0.262
0.258
0.260

Historical
CPUE *

703
31.3
44.0
36.8
45.2
359
64.6
389
474
20.2
21.9

—
P
©

=R e B i o = P = B = B = A = = — 2~ B I = T - T — Y — o e T e B e T - B - SO i S e S v T - T - Y i SO e S e T o S - S o
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indices °
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Male Female

size size
limit ® limit ®
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
53 58
54 58
54 58
54 58
54 58
54 58
54 58
54 58

Recruitment
period’
3
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Sequential CPUE Male Female

Fishing season biomass O 3 Historical Settlement size size Recruitment
year  Season' number indices’ CPUE*  indices® limit® limit® period’
1991 2 94 0.691 0.257 0 0 54 58 20
1992 | 95 0.469 0.261 0 0 54 60 21
1992 2 96 0.629 0.257 0 0 54 60 21
1993 1 97 0.558 0.261 0 0 54 60 22
1993 2 93 0.839 0.258 0 0 54 60 22
1994 1 99 0.757 0.262 0 0 54 60 23
1994 2 100 1.101 0.259 0 0 54 60 23
1995 1 101 1.136 0.262 0 0 54 60 24
1995 2 102 1.381 0.264 0 0 54 60 24
1996 1 103 1.103 0.262 0 0 34 60 25
1996 2 104 1.390 0.265 0 0 54 60 25
1997 1 105 1.097 0.262 0 0 54 60 26
1997 2 106 1.247 0.274 0 0 34 60 26
1998 | 107 1.200 0.264 0 0 54 60 27
1998 2 108 1.509 0.276 0 0 54 60 27
1999 1 109 1.072 0.264 0 0 54 60 28
1999 2 110 1.166 0.275 0 0 54 60 28
2000} 111 1.087 0.264 0 0 54 60 29
2000 2 112 1.595 0.271 0 0 54 60 29
2001 i 113 1.369 0.265 0 0 54 60 30
2001 2 114 1.487 0.276 0 0 54 60 30

! 1=autumn/winter season; 2=spring/summer season

* These CPUE indices are standardised CPUE indices calculated from commercial catch and effort data scaled to
the geometric mean of the raw indices to preserve the units of kg per potlift

* Standard error of the CPUE estimates for each period after process error has been added

* Unstandardised CPUE indices in kg per day from Annala & King (1983)

* No settlement indices from this area

S In units of TW (mm) converted using parameters provided in Table 4.

7 Recruitment deviations were calculated as an average over a specified number of periods. This flag shows the
periods over which average recruitment deviation parameters were calculated
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B.2 CRA2data

Table B3: Catch data in Kilograms used for the CRA 2 assessment. Catches are reported by calendar
year through 1978, then are reported by fishing year (1 April to 31 March, named by the April-December
year). :

Sequential Export
Fishing season Commercial discrepancy Reported Unreported Maori
year Season' number reported’ unreported’ Recreational® illlegal® illegal® customary’
1945 1 1 56 374 0 2 453 588 9 760 1000
1945 2 2 80 388 0 22075 838 13918 9000
1946 1 3 43 186 0 2741 5063 8342 1000
1946 2 "4 68 712 0 24 672 717 11 896 9 000
1947 1 5 53 463 0 3030 358 9256 1000
1947 2 6 76 238 0 27 269 795 13199 9000
1943 1 7 87 492 ] 3318 912 15 147 1000
1948 2 8 124 763 0 29 866 1301 21 600 9 000
1949 1 9 81713 0 3 607 852 14 147 1000
1949 2 10 116 522 0 32464 1215 20173 9 000
1950 1 11 86 194 0 3 896 899 14923 1 000
1950 2 12 122912 0 35061 1282 21280 9000
1951 1 13 78 823 0 4 184 822 13 647 1 000
1951 2 14 112 401 0 37 658 1172 19 460 9000
1952 1 15 73 734 0 4473 769 12 766 1 000
1952 2 16 105 144 ¢ 40 255 1097 18204 9000
1953 1 17 78 697 0 4761 821 13 625 1000
1953 2 18 112222 0 42 852 1170 19 429 9000
1954 | 19 61797 0 5050 645 10 699 1 000
1954 2 20 88123 0 45 449 919 15257 9000
1955 1 21 63 954 0 5338 667 11072 1 000
1955 2 22 91198 0 48 046 951 15789 9 000
1956 1 23 65923 0 5627 688 11413 1000
1956 2 24 94 005 0 50 643 980 16275 9000
1957 1 25 51945 0 5916 542 8993 1000
1957 2 26 74 074 0 53240 773 12 824 9000
1958 1 27 63 891 0 6204 666 11 061 1000
1958 2 28 91109 H 55 837 950 15774 9000
1959 1 29 79 283 0 6493 827 13 726 1000
1959 2 30 113 058 0 58434 1179 19 574 9000
1960 1 31 68 855 0 6 781 718 11921 1000
1960 2 32 98 187 0 61031 1024 16 999 9000
1961 1 33 81985 0 7070 855 14 194 1000
1961 2 34 116 910 0 63 629 1219 20240 9000
1962 1 35 83744 0 7358 873 14 499 1000
1962 2 36 119418 0 66 226 1245 20 675 9 000
1963 1 37 105 017 0 7 647 1095 18182 1000
1963 2 38 145 983 0 68 823 1523 25274 9000
1964 1 39 135770 0 7936 1416 23 506 1000
1964 2 40 164 230 0 71420 1713 28433 9000
1965 1 41 114 642 0 8224 1196 19 848 1 000
1965 2 42 175358 0 74 017 1 829 30360 9000
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Fishing
year
1966
1966
1967
1967
1968
1968
1969
1969
1970
1970
1971
1971
1972
1972
1973
1973
1974
1974
1975
1975
1976
1976
1977
1977
1978
1978
1979
1979
1980
1980
1981
1981
1982
1982
1983
1983
1984
1984
1985
1985
1986
1986
1987
1987
1988
1988
1989
1989

Season’
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Sequential
season
number

43
44
45
46
47
48
49
30
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
34
85
86
87
38
89
90

Commercial
reported’

117 819
190 181
121 558
222 442
116 035
240 965
126 891
187 109
65 798
152 202
60 323
132677
67 730
142270
62 943
121 057
50351
104 649
44 829
93171
46 778
97222
64 645
134 355
77928
161 964
86 524
206 662
172 593
280 036
120 608
270797
109 676
217493
83 995
190 626
02134
178 128
88 535
249 149
79 815
186 503
71 569
153 105
83233
133 948
94 371
158 339

Export

discrepancy

unreported’ Recreational*

000 00000000000 0000000000000 00000000 o000 00000000
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8513
76 614
8 801
79211
9 090
81 808
9378
84 405
9 667
87002
9955
89 599
10244
92 196
10 533
94 794
10 821
97391
11110
99 988
11398
102 585
11 687
105 182
11975
107 779
12 264
110376
12 264
110 376
12 264
110376
12264
110 376
12 264
110 376
12264
110 376
12 264
110 376
12264
110 376
12 264
110 376
12264
110 376
12 264
110 376

Reported
illlegal’
1229
1983
1268
2320
1210
2513
1323
1951
686
1587
629
1384
706
1484
656
1263
377
783
635
1321
531
1103
971
2017
1144
2377
387
924

1 009
1638
2435
549
33
657
362
322
470
908
412
1161
530
1238
625
1337
987

1 647
1234
2071

Unreported Maori

illegal®
20 398

32926

21 045
38511
20089
41718
21 969
323%
11 391
26 35]
10 444
22970
11726
24 631
10 897
20958
6254

12998
10 548
21922
8 807

18304
16 112
33487
18 986
39 460
6 420

15 333
16 754
27 184
4061

9118

5502

10911
6 009

13 637
7 800

15 080
6 846

19 266
8795

20 551
10 378

22201

16 381
27 346
20492
34383

customary’
1 000
9 000
1 000
9 000
1000
9000
1 000
9 000
1 000
9000
1 000
9 000
1000
9 000
1000
9 000
1 000
9 000
1 000
9000
1 000
9 000
1 000
9 000
1 000
9000
1 000
9 000
1 000
9 000
1000
9 000
1000
9000
1 000
2000
1 000
9 000
1000
9 000
1 000
9 000
1 000
9 000
1000
9 000
1 000
9000



Sequential Expert

Fishing s€ason Commercial discrepancy Reported Unreported Maori
year Season' number reported” unreported” Recreational® illlegal’ illegal® customary’
1990 1 91 93 404 0 12264 1563 25951 1000
1990 2 92 144 231 0 110 376 2414 40 072 9 000
1991 1 93 93 145 0 12264 1233 20 466 1000
1991 2 94 136 511 0 110 376 1807 29994 9 000
1992 1 95 64 616 0 12 264 714 11 852 1 000
1992 2 96 125 641 0 110 376 1388 23 046 9000
1993 1 97 102 494 0 12264 1450 24 063 1000
1993 2 98 112 435 0 110376 1 590 26 397 9 000
1994 1 99 125 391 0 12264 2343 38900 1000
1994 2 100 87 428 0 110 376 1634 27123 9000
1995 1 101 158 157 0 12264 2538 42127 1 000
1995 2 102 54 300 0 110376 871 14 464 9000
1996 1 103 187 848 0 12 264 3705 61 507 1000
1996 2 104 25313 0 110376 499 3288 9000
1997 1 105 209 052 0 12 264 4459 74 019 1000
1997 2 106 25364 0 110376 541 3981 9 000
1998 1 107 203 103 0 12264 4371 72 561 1000
1998 2 108 29220 0 110376 629 10 439 9000
1999 1 109 178 856 0 12264 33804 63 146 1000
1999 2 110 56 236 0 110 376 1196 19 854 9000
2000 1 111 132 420 0 12264 2812 46 685 1000
2000 2 112 103 005 0 110376 2188 36315 9000
2001 1 113 118 733 0 12264 2639 43 806 1 000
2001 2 114 106 232 0 110 376 2 361 39 194 9000

! l=autumn/winter season; 2=spring/summer season

? These are the total reported commercial catches from catch statistics. Seasonal splits calculated as reported in
Section 3.2.6. The size limits are applied to this catch category.

* The estimates for unreported export discrepancies are calculated from a comparison of total reported
commercial catch with published export statistics (Breen 1991). The appropriate seasonal splits and size limits
are applied to this category.

* Recreational catch for 1945 was set to 20% of the best estimate for 1979. This value is then increased linearly
to 100% which is assumed to be reached in 1980. The best estimate of recreational catch estimate is the mean
of ail available recreational catch estimates in numbers of lobster. The conversion to catch in weight is based
on 1993-96 commercial logbook data. The seasonal split was obtained by assuming a 90%:10% split between
the spring/summer and autumn/winter fisheries. Size limits were applied to this category.

5 This is the fraction of illegal catch which is thought to have been processed through normal legal channels by
the Ministry of Fisheries Compliance Unit. This value is subtracted from the total reported commercial catch
when calculating the total legal catch in order to avoid double counting of catch. This value has only been
estimated in the most recent years (1996) and this fraction has been applied retrospectively to the period of
illegal catch estimates. Size limits were applied to this catch.

® This is the remaining fraction of illegal catch which is thought to have been processed through other channels
by the Ministry of Fisheries Compliance Unit. No size limit is applied to this catch category. The total illegal
catch is the sum of these two illegal components.

7 Maori customary catches have been set to a constant level of 10 t per year, estimated by the Ministry of
Fisheries. No size limits are applied to this category and a 10%:90% (autumn/winter — spring/summer)
seasonal split has been used.
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Table B4: Recent CPUE biomass indices and associated standard errors, historical CPUE biomass
indices, settlement indices and male and female size limits used for the CRA 2 assessment.

Sequential CPUE Male Female
Fishing season biomass /3 Historical Settlement size size Recruitment
year  Season' number indices’ CPUE®  indices® limit® limit® period’
1945 1 1 0 0 0 0 0 0 0
1945 2 2 0 L0 0 0 0 0 0
1946 1 3 0 0 0 0 0 0 0
1946 2 4 0 0 0 it 0 0 0
1947 1 5 0 0 0 0 0 0 0
1947 2 6 0 0 0 0 0 0 0
1948 1 7 0 0 0 0 ] 0 0
1948 2 8 0 0 0 0 0 0 0
1949 1 9 0 0 0 ] 0 0 0
1949 2 10 0 0 0 0 0 ] 0
1950 1 11 0 0 ] 0 47 49 0
1950 2 12 0 0 0 0 47 49 0
1951 1 13 0 0 0 0 47 49 0
1951 2 14 0 0 0 0 47 49 0
1952 1 5 0 0 0 0 51 53 0
1952 2 16 0 ] 0 0 51 53 0
1953 i 17 0 V] 0 0 51 53 0
1953 2 18 0 0 0 0 51 53 ]
1954 1 19 ] 0 ] 0 51 33 0
1954 2 20 0 0 0 0 51 53 0 .
1955 1 21 0 0 0 0 51 53 ]
1955 2 22 0 0 0 0 51 53 0
1956 1 23 0 0 0 0 51 53 0
1956 2 24 0 ] 0 0 51 53 0
1957 1 25 ] 0 0 0 51 53 0
1957 2 26 0 0 0 0 51 53 0
1958 1 27 0 0 0 0 51 53 0
1958 2 28 0 0 0 0 51 53 0
1959 1 29 0 0 0 0 53 58 0
1959 2 30 1] Q 0 0 53 58 0
1960 1 3 0 0 0 0 53 58 1
1960 2 32 0 0 0 0 33 58 I
1961 1 33 0 0 0 0 53 58 I
1961 2 34 0 0 0 0 53 58 I
1962 1 35 0 0 0 0 53 58 1
1962 2 36 0 0 0 0 53 58 1
1963 1 37 0 0 37.61 0 53 58 2
1963 2 38 0 0 39.40 0 53 58 2
1964 1 39 0 0 41.00 0 53 58 2
1964 2 40 0 0 41.24 0 53 58 2
1965 1 41 0 0 34.72 0 53 58 2
1965 2 42 0 0 36.78 0 53 58 2
1966 1 43 0 0 35.79 0 53 58 3
1966 2 44 0 0 40.66 0 53 58 3
1967 1 45 0 0 39.43 0 53 58 3
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1971
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0.596
0.624
0.635
0.432
0.607
0.397
0471
0.307
0.403
0.330
0.362
0.339
0.456
0.337
0.390
0.264
0.365
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0.377
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0.396
0.571
0.379
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0.253
0.252
0.252
0.252
0.253
0.252
0.253
0.252
0.253
0.252
0.253
0.252
0.253
0.252
0.253
0.252
0.253
0.252
0.254
0.253
0.257
0.258
0.254
0.253
0.254

Historical
CPUE *

42.63
28.25
32.66
20.83
24.11
21.31
28.35
21.44
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27.51
18.47
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Sequential CPUE Male Female _
Fishing season biomass /3 Historical Settlement size size Recruitment
year Season' number indices’ CPUE* indices *  limit ® limit® period’

1991 2 94 0.520 0.253 0 0 54 58 14
1992 1 95 0.388 0.255 0 0 54 60 15
1992 2 96 0.494 0.254 0 0 54 60 15
1993 1 97 0.445 0.254 0 0 54 60 16
1993 2 98 0.531 0.254 0 0 54 60 16
1994 1 99 0.565 0.255 0 0 54 60 17
1994 2 100 0.640 0.256 0 0 54 60 17
1995 1 101 0.764 0.255 0 0 54 60 18
1995 2 102 1.091 0.260 0 0 54 60 18
1996 1 103 0.899 0.255 0 0 4 60 19
1996 2 104 0.989 0.268 0 0 54 60 19
1997 1 105 1.175 0.255 0 0 54 60 20
1997 2 106 1.323 0271 0 0 54 60 20
1998 1 107 1.185 0.256 0 0 54 60 21
1998 2 108 £319 0.265 0 0 54 60 21
1999 1 109 0.818 0.255 0 0 54 60 22
1999 2 110 1.113 0.263 0 0 54 60 22
2000 1 111 0.760 0.256 0 0 54 60 22
2000 2 112 1.031 0258 0 0 54 60 22
2001 1 113 0.537 0.256 0 0 54 60 22
2001 2 114 0.749 0.257 0 0 54 60 22

! 1=autumn/winter season; 2=spring/summer season

? These CPUE indices are standardised CPUE indices calculated from commercial catch and effort data scaled to
the geometric mean of the raw indices to preserve the units of kg per potlift

* Standard error of the CPUE estimates for each period afier process error has been added.

* Unstandardised CPUE indices in kg per day from Annala & King (1983)

* No settlement indices from this area

® In units of TW (mm) converted using parameters provided in Table 4.

7 Recruitment deviations were calculated as an average over a specified number of periods. This flag shows the
periods over which average recruitment deviation parameters were calculated
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